Exploiting Reuse for GPU Subgraph Enumeration

Wentian Guo, Yuchen Li, Member, IEEE, Kian-Lee Tan, Senior Member, IEEE

Abstract—Subgraph enumeration is important for many applications such as network motif discovery, community detection, and frequent subgraph mining. To accelerate the execution, recent works utilize graphics processing units (GPUs) to parallelize subgraph enumeration. The performances of these parallel schemes are dominated by the set intersection operations which account for up to 95% of the total processing time. (Un)surprisingly, a significant portion (as high as 99%) of these operations is actually redundant, i.e., the same set of vertices is repeatedly encountered and evaluated. Therefore, in this paper, we seek to salvage and recycle the results of such operations to avoid repeated computation. Our solution consists of two phases. In the first phase, we generate a reusable plan that determines the opportunity for reuse. The plan is based on a novel reuse discovery mechanism that can identify available results to prevent redundant computation. In the second phase, the plan is executed to produce the subgraph enumeration results. This processing is based on a newly designed reusable parallel search strategy that can efficiently maintain and retrieve the results of set intersection operations. Our implementation on GPUs shows that our approach can achieve up to 5 times speedups compared with the state-of-the-art GPU solutions.
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1 INTRODUCTION

Given a pattern graph $P$ and a data graph $G$, subgraph enumeration is to find all subgraphs in $G$ that are isomorphic to $P$. We refer to the matched subgraph as the instance. We also call the subgraph of $G$ that matches a subgraph of $P$ as the partial instance. Finding instances of a pattern is important in various domains, such as network motif discovery [1], [2], community detection [3], [4], and frequent subgraph mining [5], [6].

1.1 The Case of Reuse

Due to its great importance, subgraph enumeration has been extensively researched. While some works have targeted at the sequential setting [2], [7], [8], [9], [10], others have focused on parallel solutions [11], [12], [13], [14], [15], [16], [17]. More recently, there have been interests [18], [19] in utilizing graphics processing units (GPU) to accelerate subgraph enumeration. These GPU-based solutions [18], [19] iteratively extend partial instances to match one vertex of $P$ at a time until the instances are found. In each iteration, given the partial instances enumerated, we determine a set of candidate vertices of $G$ that match a vertex of $P$, which is called the candidate set. To compute the candidate set, we perform the set intersection operation on the adjacent lists of the relevant vertices of the partial instances. Since the candidate set is computed on the generation of each partial instance, the set intersection operation becomes a bottleneck and takes up most of the running time. Our preliminary study reveals that a large portion of the set intersection operations is redundant. This is because when we compute the candidate set for different vertices of $P$, the same set intersection operation may be executed on the same adjacent lists. The following example illustrates these redundant set intersection operations.

Example 1. Figure 1 shows the pattern and data graph which are used in our running example. Figure 2 illustrates subgraph enumeration process using the state-of-the-art approaches, i.e., GPSM and NEMO.

Fig. 1: An example pattern (left) and data graph (right).
and $v_3$ again. This result is labeled as 2.2. As shown in Figure 2a, the results of 2.1 and 2.2 are actually the same.

In Figure 2a, we also indicate other redundant set intersection operations, e.g., 3.1 and 3.2, 4.1 and 4.2.

The redundant set intersection operation is a significant bottleneck for subgraph enumeration. Our profiling results in Section 6.3 show that the set intersection operations can take up to 95% of the total processing time for subgraph enumeration (Figure 9), while the redundant set intersection operations can be over 99% (Figure 10).

This excessive number of redundant set intersection operations offers an opportunity to further optimize subgraph enumeration. A natural idea is to cache the results of distinct set intersection operations and reuse them to avoid repeated computations. A naïve solution is to implement a centralized key-value store (or any data structure) to maintain a mapping from the relevant vertices $v_1, v_2 \cdots v_n$ (as the key) to the intersection result of their adjacent lists (as the value). In this way, whenever we intersect the adjacent lists of the same vertices $v_1, v_2 \cdots v_n$, we can query the key-value store to retrieve the cached result directly. However, maintaining a key-value store can incur large synchronization overhead when the data structure is concurrently updated by parallel threads [20], [21], [22], [23], [24]. For example, in Figure 2a a number of threads may concurrently store the results of 1.1, 2.1, 3.1, 4.1 into the centralized key-value store after computing the candidate set of $u_2$. This design may lead to even worse performance than the case without exploiting reuse (Figure 5).

The case of reuse using example graphs in Figure 1. In Figure 2b and 2c, the dashed lines between partial instances indicate the transformation functions used by our scheme; in each example reuse case, the pattern subgraph on the right is subgraph isomorphic to the pattern subgraph on the left.

Fig. 2: The two-phase approach to exploit reuse.

1.2 Our Contribution

In this paper, we propose a different solution to support reuse. Our intuition is that each set intersection result is generated for a specific partial instance, and thus the mapping from the partial instance to its corresponding result is obtained “for free” as a by-product. If we know the corresponding partial instance of a set intersection result, we can utilize this mapping to reuse it without maintaining an additional key-value store. However, this idea poses two great challenges. First, given a partial instance $f$ to compute the candidate set, it is unclear how to find another partial instance $f^*$ for which we have computed the set intersection result in the past. Second, even if such a partial instance $f^*$ exists, it is essential to search $f^*$ efficiently at runtime to keep the overheads manageable in order to enjoy the
benefits of reuse. To address these challenges, we design a two-phase scheme as shown in Figure 2.

In the first phase, we rely on the reuse analysis framework to generate a reusable plan before execution. This plan can guide the set intersection operation at runtime to identify the available partial instances that correspond to the results for reuse. The crux of this phase is the reuse discovery mechanism that can establish a transformation function from an existing known partial instance \( f \) to another valid partial instance \( f' \). \( f' \) is guaranteed to correspond to an available result that is helpful to compute the candidate vertices for \( f \). To establish the transformation function, an important condition is that the pattern graph \( P_n^* \) matched by \( f \) and its set intersection result, is subgraph isomorphic to the pattern graph \( P_n \) matched by \( f \) and its corresponding candidate set. This condition assures the existence of \( f' \); now that we are given \( f \) to compute the candidate set by following the constraints enforced by \( P_n^* \), we must have computed the set intersection result for \( f' \) before by following the constraints by \( P_n^* \). Take the reuse case in Figure 2 as an example, given \( f_4 \) to compute the result 2.2, the transformation function indicated by the dashed lines will convert \( f_4 \) to \( f_3 \) such that its corresponding result 2.1 can be reused. In this case, the pattern graph \( P_n^* \) matched by \( f_3 \) is a triangle formed by \( u_0, u_1, u_2, u_3 \); the pattern graph \( P_n \) matched by \( f_4 \) and the candidate set is a graph formed by \( u_0, u_1, u_2, u_3, u_4 \). \( P_n^* \) is isomorphic to the triangle counterpart of \( P_n \) formed by \( u_0, u_3, u_4 \). For each set intersection computation, more than one transformation function may be established, as there could be multiple partial instances with available results for reuse. Hence, our reusable plan generation process will choose the best one(s) for the computation of candidate sets.

In the second phase, we design a new parallel approach for subgraph enumeration called reusable parallel search, or RPS for short, which exploits reuse according to the reusable plan to accelerate the execution. To maintain the result of the set intersection operation, we simply store it along with the partial instance on its generation. To retrieve the result, we follow the reusable plan to generate a partial instance \( f' \), traverse a light-weight tree structure to find \( f' \), and then obtain the result stored along with \( f' \) for reuse. To optimize the reuse scope and improve the performance, we conduct the cost analysis to select a reuse-aware match order for RPS. Although our discussion of RPS is mainly based on GPUs, it is a general approach that can be deployed to other parallel architectures such as multi-core CPUs.

We hereby summarize the contributions in this work.

- We devise the reuse analysis framework that facilitates the reuse for parallel subgraph enumeration. It provides a mechanism to systematically discover the cached results available for reuse. It considers all the available reuse options and chooses an efficient execution plan to accelerate the computation.
- We propose the reusable parallel search that can exploit the reuse in execution. RPS is designed to efficiently maintain and retrieve the cached results for reuse. To optimize the reuse scope, it chooses a reuse-aware match order to improve the performance.
- We implement RPS on GPUs and open-source the code at 25. The experiments show that RPS can achieve up to 5 times speedups over the state-of-the-art solutions for GPUs.

The remaining part of this paper is organized as follows. Section 2 introduces the background of subgraph enumeration, and Section 3 reviews the related works. Section 4 proposes the reuse analysis framework, while Section 5 presents the RPS approach. Section 6 shows the experimental results. Lastly, Section 7 concludes this paper.

2 PRELIMINARY

In this section, we first introduce the preliminary knowledge for subgraph enumeration on GPUs.

2.1 Definitions and Notations

Subgraph enumeration is defined on the data graph \( G \) and the pattern graph \( P \) that are both undirected, unlabeled and connected graph. We call the vertices of \( G \) and \( P \) as the data vertices and pattern vertices respectively; similarly, we call the edges of \( G \) and \( P \) as the data edges and pattern edges.

For a graph \( g \), the vertices and edges of \( g \) are denoted as \( V(g) \) and \( E(g) \). For a vertex \( v \), the adjacent list of \( v \) is denoted as \( N(v) \). A graph \( g_1 \) is a subgraph of \( g_2 \) if \( V(g_1) \subseteq V(g_2) \) and \( E(g_1) \subseteq E(g_2) \). A graph \( g_1 \) is an induced subgraph of \( g_2 \) on the vertex set \( U \subseteq V(g_2) \) if \( g_1 \) has the vertex set \( V(g_1) = U \) and the edge set \( E(g_1) \) such that \( \forall u, v \in U \), if \( (u, v) \in E(g_2) \), then \( (u, v) \in E(g_1) \).

**Definition 1 (Subgraph Enumeration).** A graph \( g \) is isomorphic to a pattern graph \( P \), if there exists a bijective mapping \( f : V(P) \rightarrow V(g) \), such that \( (u_1, u_2) \in E(P) \) if and only if \( (f(u_1), f(u_2)) \in E(g) \). Given the data graph \( G \) and pattern graph \( P \), subgraph enumeration finds all subgraphs of \( G \) that are isomorphic to \( P \).

**Definition 2 (Match order).** Given a pattern graph \( P \), the match order \( \pi \) is a permutation of the pattern vertices \( V(P) \) that reflects the order in which \( V(P) \) are matched. \( \pi(i) \) is the \( i \)-th vertex in \( \pi \). When \( 1 \leq i \leq |V(P)| \), \( \pi[i : j] \) denotes the set of vertices \( \{\pi(k)|i \leq k \leq j\} \). Given \( \pi \), if \( \pi(i) = u \), the position of \( u \) on \( \pi \) is \( \pi^{-1}(u) = i \).

**Definition 3 (Instance / Partial instance).** An isomorphism from \( P \) to the matched subgraph of \( G \) is called an instance of \( P \). Given \( P \) and \( \pi \), the induced subgraph of \( P \) on \( \pi[1 : i] \) is denoted as \( P_{P}^{\pi} \). An instance of \( P \) is a partial instance of \( P \). The set of instances of \( P \) is denoted as \( R(P) \), and the partial instances corresponding to \( P_{P}^{\pi} \) is denoted as \( R(P_{P}^{\pi}) \).

For any partial instance \( f \in R(P_{P}^{\pi}) \), it is an isomorphic mapping \( V(P_{P}^{\pi}) \rightarrow V(G) \). When a pattern vertex \( u \in V(P) \) exists in the domain of \( f \), we say \( u \in f \). The projection of \( f \) is defined as follows.

**Definition 4 (Projection / Prefix / Extension).** Given the partial instance \( f \in R(P_{P}^{\pi}) \), where \( 1 \leq i \leq |V(P)| \), and a set of pattern vertices \( U = \{u|u \in V(P) \land u \in f\} \), the projection of \( f \) on \( U \) is the partial instance \( f(U) = \{(u, v)|u \in U, v = f(u)\} \). For any \( i \) and \( j \) with \( 1 \leq j < i \leq |V(P)| \), given \( f_i \in R(P_{P}^{\pi}) \), we can have the projection \( f_j = f_i(V(P_{P}^{\pi})) \). \( f_j \) is called the prefix of \( f_i \), while \( f_i \) is the extension of \( f_j \).
TABLE 1: Frequently used notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P,G$</td>
<td>pattern graph and data graph</td>
</tr>
<tr>
<td>$V(g),E(g)$</td>
<td>vertex set and edge set of $g$</td>
</tr>
<tr>
<td>$N(v)$</td>
<td>adjacent list of $v$</td>
</tr>
<tr>
<td>$R(P)$</td>
<td>the set of instances of $P$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>match order</td>
</tr>
<tr>
<td>$N^\pi(u)$</td>
<td>backward neighbors of $u$ given match order $\pi$</td>
</tr>
<tr>
<td>$P^\pi_i$</td>
<td>induced subgraph of $P$ on the vertex set $\pi[1:i]$</td>
</tr>
<tr>
<td>$f,f_0,f_1$</td>
<td>isomorphic mapping, empty mapping</td>
</tr>
<tr>
<td>$f(U)$</td>
<td>the data vertex mapped to $u$</td>
</tr>
<tr>
<td>$C(u,f)$</td>
<td>candidate set for $u$ given partial instance $f$</td>
</tr>
<tr>
<td>$C^*(u,f)$</td>
<td>result set for $u$ given partial instance $f$</td>
</tr>
<tr>
<td>$u_j \subseteq u_i$</td>
<td>given $\pi$, $u_i$ constraint subsumes $u_j$ with constraint subsume function $g$</td>
</tr>
<tr>
<td>$T$</td>
<td>subsume transform function</td>
</tr>
<tr>
<td>$Z=(Z_1,Z_2)$</td>
<td>reusable plan</td>
</tr>
</tbody>
</table>

Definition 5 (Backward neighbor). Given $P$ and $\pi$, the backward neighbors of $u \in V(P)$ are the neighbors that are matched before $u$. Formally, the backward neighbors of $u$ are $N^\pi_u(u)=\{u_n | u_n \in N(u) \land \pi^{-1}(u_n) < \pi^{-1}(u)\}$.

Definition 6 (Candidate set). Given $P,G,\pi$, and the partial instance $f \in R(P^n)$, the candidate set of $u \in V(P)$ is the set of data vertices $C(u,f) = \{v | v \in V(G) \land \forall u_n \in N^\pi_u(u), f(u,n), v \in E(G)\}, C(\pi(1)f) = V(G)$.

Definition 7 (Result set). Given $P,G,\pi,u=\pi(i)$, and the partial instance $f \in R(P^n_{i-1})$, the result set of $u$ is the set of data vertices $C^*(u,f) = \{v | v \in C(u,f) \land \forall u_n \in \{i-1\}, v \neq f(u,n)\}$.

Given $P$ and $\pi$, we specifically define $P^n_0$ as a graph with $V(P^n_0) = \emptyset$ and $E(P^n_0) = \emptyset$. Let the empty isomorphic mapping be $f_\emptyset = \emptyset$. We define $R(P^n_0) = \{f_\emptyset\}$ to indicate that only $f_\emptyset$ can be mapped to $P^n_0$. Since $\pi(1)$ has no backward neighbors, given the empty mapping $f_\emptyset$, we have $C(\pi(1)f_\emptyset) = C^*(\pi(1)f_\emptyset) = V(G)$.

For simplicity of illustration, we make the subscript of $u_i$ the same as $u_i$’s position on $\pi$, i.e., $\pi(i) = u_i$ where $1 \leq i \leq |V(P)|$. Like previous works [8, 16, 18, 26], we use a connected match order, since it usually achieves better performance than any unconnected match order. This means that $P^n_0$ is a connected graph for $i \in \{1,|V(P)|\}$ and $N^\pi_u(u_i) \neq \emptyset$ for $i \in \{1,|V(P)|\}$. Throughout the paper, we consider storing the data graph in the compressed sparse row format (CSR) [27, 28], which is a widely used storage format for efficient graph processing.

Example 2. In Figure 1 a match order for the pattern graph $P$ is $\pi = (u_0, u_1, u_2, u_3, u_4)$. The backward neighbors for each pattern vertex are as follows: $N^\pi_u(u_0) = \emptyset$, $N^\pi_u(u_1) = \{u_0\}$, $N^\pi_u(u_2) = \{u_0, u_1\}$, $N^\pi_u(u_3) = \{u_0, u_1, u_2\}$, $N^\pi_u(u_4) = \{u_0, u_3\}$. One of the instances matched to $P^n_0$ is $(u_0, u_0, (u_1, v_1), (u_2, v_2), (u_3, v_3), (u_4, v_4))$. One of the partial instances matched to $P^n_0$ is $f = ((u_0, v_0), (u_1, v_1), (u_2, v_2))$. Given $f$ to compute the candidate set of $u_3$, we have $C(u_3|f) = \{v_2, v_3, v_4\}$. To compute the result set of $u_3$, we have $C^*(u_3|f) = \{v_3, v_4\}$. $v_2$ is not in $C^*(u_3|f)$ because $f$ has already mapped $u_2$ to $v_2$. With $f$ and $C^*(u_3|f)$, we generate three new partial instances matched to $P^n_1$: $\{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3), (u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_4)\}, \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_4)\}, \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)\}$. They are the extensions of $f$, where $f$ is their prefix. Given the vertex set $V(P^n_0)$, the projection of $f$ on $V(P^n_0)$ is $f(V(P^n_0)) = \{(u_0, v_0), (u_1, v_1)\}$.

We introduce several propositions as follows. Proposition 1 shows that for the partial instance $f$ matched to $P^n_{i-1}$ and the data vertex $v$ in the result set of $u_i$, we can add the mapping $(u_i,v)$ into $f$ to generate a new partial instance $f^* = f \cup (u_i,v)$ that is matched to $P^n_i$. Proposition 2 illustrates that for the partial instance $f_i$ matched to $P^n_i$ and its projection $f_{i-1}$ on the pattern vertices matched before $u_i$, the data vertex $f_i(u_i)$ is in the result set of $u_i$ given $f_{i-1}$.

Proposition 1. Given $1 \leq i \leq |V(P)|$, $\forall f \in R(P^n_{i-1}), \forall v \in C^*(u_i|f), (f \cup (u_i,v)) \in R(P^n_i)$.

Proposition 2. Given $1 \leq i \leq |V(P)|$, $\forall f_i \in R(P^n_i), f_{i-1} = f_i(V(P^n_{i-1}))$, there is $f_i(u_i) \in C^*(u_i|f_{i-1})$.

We end this subsection with Table 1 listing the frequently used notations throughout the paper.

Algorithm 1 SubEnum BFS

1. Input: the pattern graph $P$, data graph $G$ and match order $\pi$ with $\pi(i) = u_i$
2. Output: the instances $R(P)$
3. $R(P^n) = \{(u_1,v) | v \in V(G)\}$
4. for $2 \leq i \leq |V(P)|$
5. $\text{Compute}(u_i, R(P^n_{i-1}))$
6. $R(P^n) = \text{Materialize}(u_i, C^*(u_i, R(P^n_{i-1})))$
7. procedure Compute$(u_i, R(P^n_{i-1}))$
8. $C(u_i,f) = \{u_{v_0},v_0,v_{v_1},(u_1, v_1), (u_2, v_2), (u_3, v_3)\}$
9. $C^*(u_i|f) = C(u_i|f) - \{v \in f | uv \notin E(G)\}$
10. procedure Materialize$(u_i, C^*, R(P^n_{i-1}))$
11. parallel for $f \in R(P^n_{i-1})$
12. $f_n = f \cup (u_i,v), F = \emptyset$
13. parallel for $v \in C^*(u_i|f)$
14. $f_n = f \cup (u_i,v), F = F \cup f_n$
15. $R(P^n_i) = R(P^n_i) \cup F$
16. Return $R(P^n_i)$

2.2 BFS Approach

The state-of-the-art GPU solutions [NEMO [18] and GPSM [19]] are based on the breadth-first search (BFS) approach as shown in Algorithm 1. It initializes the partial instances with all data vertices. For each remaining pattern vertex in $\pi$, it executes two procedures, namely Compute and Materialize. Compute iterates each partial instance $f \in R(P^n_{i-1})$ to compute the candidate set $C(u_i|f)$ and the result set $C^*(u_i|f)$. The candidate set computation is the set intersection operation on the relevant adjacent lists (Line 7), which is the runtime bottleneck in execution. To implement such an operation, GPSM adopts the binary search method [19], [29], [30], [31], [32]. Given multiple sets for intersection, it
chooses the set that has the smallest cardinality. Then, it iterates each element in this set to check whether the element exists in all remaining sets via the binary search. After finishing Compute, we obtain the result set $C^*$ for each existing partial instance. Using $C^*$, Materialize extends the existing partial instances for $P^*$ to match one more pattern vertex and generate the partial instances for $P^*$.  

3 Related Work

Subgraph enumeration algorithms. Based on the approach proposed by Ullman et al. [33], existing algorithms make improvements by various pruning heuristics [2], [7], [8], [9], [10] and selective match orders [7], [8], [25], [34]. While these works reduce the search space mostly by minimizing the number of partial instances searched, our work takes a different approach, i.e., decreasing the computation overhead of generating each partial instance by avoiding unnecessary set intersection operations.

Parallel subgraph enumeration. Parallel solutions for subgraph enumeration have been proposed in different settings, including multi-core CPUs [16], [17], [35], GPUs [18], [19], [36] and distributed clusters [11], [12], [13], [14], [37], [38]. Some multi-core CPU solutions adopt the DFS approach as it is memory-efficient and easy to implement. However, the backtracking nature of DFS approach makes it inefficient on massively parallel architectures. For instance, it can cause irregular execution paths among parallel threads and lead to severe warp divergence on GPUs. As such, most GPU [18], [19] and distributed [11], [12], [13], [14], [37], [38] solutions follow the BFS approach.

Recent graph mining systems including Automine [39] and Pangolin [40] provide programming abstractions to ease users from identifying pattern-specific optimizations e.g., filtering results beforehand and avoiding unnecessary computation. However, these systems do not consider the reuse scenario discussed in this paper.

GPU subgraph enumeration. GPUs have seen recent interests in accelerating graph applications [41], [42], [43], [44]. To optimize GPU-based graph applications, [45] explores various designs for some morph algorithms where the graph structures can change in an unpredictable fashion. However, in subgraph enumeration, the graphs, i.e., the intermediate result, change in a regular way as per the pattern graph.

For GPU subgraph enumeration [18], [19], [36], they follow the same BFS approach as in Algorithm 1 and only slightly differ in implementation details. For set intersection operations, NEMO checks whether a data vertex exists in another adjacent list by a linear scan, while NEMO and GSI adopt the binary search. To materialize set intersection results, NEMO and GSPS perform the computation in one additional time to obtain the result size, but GSI pre-allocates the memory for writes and compact the result afterwards. Besides some implementation strategies, GSPS and GSI also target general subgraph matching, i.e., subgraph enumeration on labeled graphs, and propose specific optimizations, e.g., PCSR structures in GSI to efficiently filter the data vertices matched to a label. These optimizations do not apply in our context as subgraph enumeration is defined on unlabeled graphs. Despite the differences in implementation, these works can apply our reuse scheme to boost the performance as they are based on the same algorithm.

Set intersection operations. There are many works [46], [47], [48], [49] proposed in the CPU context to improve the single-thread performance for set intersection operations. These works may not be efficiently deployed on GPUs, because they do not consider load balance among parallel threads, warp divergence and coalesced memory accesses to optimize the performance. Green et al. [50] proposes a merge-based approach for set intersection operations on GPUs. It partitions two sorted arrays into non-overlapping and equal chunks, each of which can be independently processed by a group of threads. However, recent work [29] shows that the simple binary search [19], [30] is more efficient because it actually reduces the warp divergence and increases the coalesced memory accesses.

Reuse in subgraph enumeration. To our knowledge, there are two works [8], [15] that propose techniques similar to reuse for subgraph enumeration, but their reuse scope is limited. To compute the candidate set of a pattern vertex $u_i$, LIGHT [15] can utilize the candidate set of a pattern vertex $u_j$ with $j < i$ that is previously computed, only when $N^*_I(u_j) \subset N^*_I(u_i)$. In comparison, our approach can reuse the computed result even when $N^*_I(u_j) \not\subset N^*_I(u_i)$ (see Example 5). Turbolso [8] proposes the COMB/PERM strategy to merge “equivalent” pattern vertices (i.e., pattern vertices have exactly the same neighbors) into one condensed pattern vertex, so that the candidate data vertices can be generated only once but shared among the equivalent pattern vertices. However, the equivalence of pattern vertices greatly restricts the application scope of the scheme. Besides the limited reuse scope, LIGHT and Turbolso are based on the DFS approach, which is difficult to be efficiently parallelized on GPUs as we mentioned earlier.

4 Reuse Analysis Framework

This section introduces the reuse analysis framework that discovers the reuse opportunities and generates an efficient execution plan for the candidate set computation.

4.1 Overview

To reuse the cached results and avoid the redundant computation, given the partial instance $f$ to compute the candidate set $C(u_i|f)$, we seek to find a partial instance $f^*$ that was generated before and a pattern vertex $u_j$ such that the corresponding candidate set $C(u_j|f^*)$ is useful for computing $C(u_i|f)$.

There are two challenges to reuse the cached result $C(u_j|f^*)$ as mentioned above. First, since there are multiple available pattern vertices and a tremendous number of partial instances generated in the past, it is unclear how to identify a specific $u_j$ and $f^*$ such that the corresponding cached result $C(u_j|f^*)$ is useful. Second, even when we can identify the cached results, we might not be able to find a cached result $C(u_j|f^*)$ that is exactly equal to $C(u_i|f)$. In this case, it is uncertain how to make use of the available cached results to accelerate the computation of $C(u_i|f)$.

To address these challenges, our reuse analysis framework provides two components, namely reuse discovery mechanism and reusable plan generation. The reuse discovery mechanism inspects the pattern vertex $u_i$ and establishes a transformation function to generate the partial
Definition 9 (Subsume transform function). Let \( f^* \) be a partial instance such that the cached result \( C(u_j|f^*) \) is available at runtime for reuse. With the available cached results, the reusable plan generation evaluates each reuse option, and then produces a reuse-aware execution plan for the candidate set computation.

4.2 Reuse Discovery Mechanism

Our mechanism is based on an important relationship among two pattern vertices called constraint subsume. It is an indication that the candidate set computation of \( u_j \) can arrange the domain of \( u_i \). When \( u_i \) constraint subsumes \( u_j \), \( P_i^\pi \) is isomorphic to a subgraph of \( P_j^\pi \) with a special mapping \( g \), which specifically maps \( u_i \) to \( u_j \) and preserves the orders among the pattern vertices in \( P_j^\pi \). The constraint subsumption relationship is formally defined as follows.

Definition 8 (Constraint subsume). Let \( 1 \leq j < i \leq |V(P)| \).

Given \( \pi, u_i \), constraint subsumes \( u_j \) with \( g \), denoted as \( u_j \sqsubseteq_{\pi} u_i \), if there exists a mapping \( g: V(P_j^\pi) \rightarrow V(P_i^\pi) \) such that (1) \( g(u_j) = u_i \); (2) \( \forall v \in V(P_j^\pi), \forall u_n \in N_i^\pi(u), g(u_n) \in N_i^\pi(g(u)) \); (3) \( \forall k, w \in \{1, j\}, \) if \( k < w \), then \( \pi^{-1}(g(u_k)) < \pi^{-1}(g(u_w)) \). \( g \) is called the constraint subsume function.

With the constraint subsumption function \( g \), which is a mapping between the pattern vertices, we define the subsume transform function \( T \) that employs \( g \) to convert the partial instance \( f \) to a new partial instance \( f^* \). \( f^* \) would map any vertex in its domain \( u \in f^* \) to the same data vertex as \( f \) maps \( g(u) \) to, i.e., \( f^*(u) = f(g(u)) \).

Definition 9 (Subsume transform function). Given a partial instance \( f \), a constraint subsumption function \( g \) and a set of pattern vertices \( U \subseteq V(P) \), for any \( u \in U \), \( u \) is in the domain of \( g \) and \( g(u) \) is in the domain of \( f \). The subsume transform function \( T \) generates a new partial instance as

\[
T(f, g, U) = \{(u, f(g(u))) | u \in U\}
\]

Example 3. For the example pattern graph in Figure 1, assume the match order \( \pi = (u_0, u_1, u_2, u_3, u_4) \). \( u_3 \) constraint subsumes \( u_2 \) with \( g_1, g_2, g_3 \) maps \( (u_0, u_1, u_2) \) to \( (u_0, u_1, u_3) \). \( u_4 \) constraint subsumes \( u_2 \) with \( g_2 \) and \( g_3 \) maps \( (u_0, u_1, u_2) \) to \( (u_0, u_3, u_4) \). Given the partial instance \( f_1 = \{(u_0, v_0), (u_1, v_0), (u_2, v_2)\} \), \( u_0 \) and \( u_1 \) are free vertices. To \( (u_0, v_0), (u_1, v_0), (u_2, v_2) \), we use \( g_1 \) and \( V(P_i^\pi) \) to apply the subsume transform function \( T(f_1, g_1, V(P_i^\pi)) = \{(u_0, v_0), (u_1, v_1), (u_2, v_2)\} \). Given the partial instance \( f_2 = \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)\} \), we use \( g_2 \) and \( V(P_i^\pi) \) to apply the subsume transform function \( T(f_2, g_2, V(P_i^\pi)) = \{(u_0, v_0), (u_1, v_1), (u_3, v_3)\} \).

Mechanism overview. Figure 4 illustrates how the reuse discovery mechanism identifies the available cached results. For the candidate set computation of \( u_i \), our mechanism finds all possible pairs of \( (u_j, g) \) such that \( u_i \) constraint subsumes \( u_j \) with the constraint subsume function \( g \). All the pairs can be generated by enumerating each pattern vertex \( u_j \) with \( j < i \) and any possible mappings \( g \) between the pattern vertices. As the constraint subsumption relationship only relies on the pattern graph \( P \) and match order \( \pi \), all the pairs can be generated before enumerating the subgraphs of the data graph. By means of the pair \((u_j, g)\), given any partial instance \( f \in R(P_j^\pi) \) that has matched the pattern vertices before \( u_i \), we can apply the subsume transform function \( T \) on the vertex set \( V(P_j^\pi) \) to generate a new partial instance \( f^* = T(f, g, V(P_j^\pi)) \). Then the corresponding candidate set \( C(u_j|f^*) \) can be reused for \( C(u_i|f) \).

Benefits of reuse. To understand the benefit of reusing \( C(u_j|f^*) \), assume the generated partial instance \( f^* \) exists. Lemma 1 proves that \( C(u_j|f^*) \) is the partial execution result to compute \( C(u_i|f) \). Specifically, it is the intersection result over the adjacent lists of the data vertices matched to some backward neighbors of \( u_i \). As \( C(u_i|f) \) is the intersection result corresponding to all backward neighbors of \( u_i \), \( C(u_j|f^*) \) is a portion of workload necessary to compute \( C(u_i|f) \), and reusing \( C(u_j|f^*) \) for \( C(u_i|f) \) can save the efforts of this portion. By Lemma 1 there is always \( C(u_i|f) \subseteq C(u_j|f^*) \). When \( C(u_j|f^*) \) is the intersection result that covers all backward neighbors of \( u_i \), then \( C(u_i|f) = C(u_j|f^*) \) and hence we can directly use \( C(u_j|f^*) \) as the result of \( C(u_i|f) \). For the case \( C(u_i|f) \neq C(u_j|f^*) \), because \( C(u_i|f) \subseteq C(u_j|f^*) \), we can still reuse \( C(u_j|f^*) \) but need further computation to get \( C(u_i|f) \) (more details are discussed in the next subsection).

Lemma 1. Given \( \pi \), assume \( u_j \sqsubseteq_{\pi} u_i \). Given the partial instance \( f \in R(P_j^\pi) \), \( f^* = T(f, g, V(P_j^\pi)) \). If \( f^* \in R(P_i^\pi) \), then \( 1 \) there exists \( U \subseteq N_i^\pi(u) \) such that \( C(u_j|f^*) = \{g(v) | g(v) \in U \} \); \( 2 \) \( C(u_i|f) \subseteq C(u_j|f^*) \).

Proof: This lemma can be proved using Lemma 2.

Feasibility of reuse. Although we can identify the cached result \( C(u_j|f^*) \) that is beneficial for reuse, reusing \( C(u_j|f^*) \) depends on an important condition that the generated partial instance \( f^* \) exists, which is assumed to be true by Lemma 1. In fact, the existence of \( f^* \) is guaranteed by the constraint subsumption relationship. The intuition is that when \( u_i \) constraint subsumes \( u_j \) with the constraint subsumption function \( g \), there is an isomorphism \( g' = g - (u_j, u_i) \) from \( P_j^\pi \) to a subgraph of \( P_i^\pi \). We denote this isomorphic subgraph of \( P_i^\pi \) as \( p_{i-1} \). Given the partial instance \( f \in R(P_j^\pi) \), the projection \( f(V(p_{i-1})) \) is a valid match to the pattern \( p_{i-1} \). Since the pattern \( P_j^\pi \) is structurally the same as \( p_{i-1} \) except for the different vertices, the projection \( f(V(p_{i-1})) \) can also be a match to the pattern \( P^\pi \) if we can arrange the domain of \( f(V(p_{i-1})) \) with the pattern vertices \( V(P_j^\pi) \). Such arrangement is actually the application of the subsume transform function \( T \). As such, the partial instance \( f^* \) generated by \( T \) is a match to the pattern \( P_i^\pi \) and thus \( f^* \) exists in \( R(P_i^\pi) \).

To prove the existence of \( f^* \), we first introduce Lemma 2. Assuming \( f^* \) exists, this lemma proves that for any \( u_k \in u_i \) constraint subsumes \( u_j \) with \( g \).
V(P_k^*) and the pattern vertex g(u_k) mapped by g, given any partial instance f that has matched the pattern vertices before g(u_k) and the partial instance f^* generated by T, there are subsume relationships for the candidate set and result set, i.e., C(g(u_k)|f) ⊆ C(u_k|f^*) and C*(g(u_k)|f) ⊆ C*(u_k|f^*). Assisted by Lemma 2, Theorem 1 proves that given any partial instance f ∈ R(P_k^*−1), the constraint subsume relationship can guarantee the existence of f^*, which is generated by the subsume transform function T.

Lemma 2. Given π, assume u_j ⊆_π u_i. Given u_j ∈ V(P_k^*), we define g(k) = π−1(g(u_k)) − 1, ∀u_k ∈ V(P_k^*), ∀f ∈ R(P_k^∗(g(u_k))), f^* = T(f, g, V(P_k^*−1)), if f^* ∈ R(P_k^*−1), then C(g(u_k)|f) ⊆ C(u_k|f^*) and C*(g(u_k)|f) ⊆ C*(u_k|f^*).

Proof: Since u_j ⊆_π u_i, ∀u ∈ N^π(u_k), g(u) ∈ N^π(u_k), which is an important condition for C(g(u_k)|f) ⊆ C(u_k|f^*). Due to space limitations, the proof is omitted.

Theorem 1. Given π, assume u_j ⊆_π u_i. ∀f ∈ R(P_k^*−1), f^* = T(f, g, V(P_k^*−1)), there exists f^* ∈ R(P_k^*).

Proof: We can prove by induction to show that given u_k, for any f ∈ R(P_k^*), and f^* = T(f, g, V(P_k^*)), we have f^* ∈ R(P_k^*).

Example 4. As shown by Figure 2a, there is a partial instance f = {(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)} ∈ R(P_3^*). Continuing Example 3, we have u_i constraint subsumes u_2 with g_2. Let f^* = T(f, g_2, V(P_3^*)) = {(u_0, v_0), (u_1, v_1)}. As shown in Figure 2a, f^* ∈ R(P_3^*), which is a use case of Theorem 1.

4.3 Reusable Plan Generation

Although the available cached results can be identified by the reuse discovery mechanism, it is not easy to reuse them as we may not be able to find a cached result that is exactly equal to the candidate set we are computing. In that case, it is unclear how to choose a set of cached results for the candidate set computation so as to produce the correct execution result and optimize the runtime performance.

To solve this problem, we design an execution plan called reusable plan. The plan is composed by a series of sub-plans, and each sub-plan corresponds to the candidate set computation of one pattern vertex. We call the sub-plan as reusable vertex plan. As shown by Figure 5, the reusable vertex plan Z(u_i) = (Z_1(u_i), Z_2(u_i)) consists of two parts: Z_2(u_i) is a subset of the backward neighbors of u_i, while Z_1(u_i) refers to a set of cached results that can be located by the reuse discovery mechanism. Specifically, Z_1(u_i) comprises a series of (u_j, g), where u_i constraint subsumes u_j with the constraint subsume function g. According to the reuse discovery mechanism, given any partial instance f ∈ R(P_k^*−1), (u_j, g) can be used to generate a partial instance f^* so that the cached result C(u_j|f^*) can be reused. By Lemma 1, C(u_j|f^*) is the intersection result over the adjacent lists of the data vertices matched to some backward neighbors of u_i. We say this set of backward neighbors is covered by (u_j, g). An important requirement of the reusable vertex plan is to have the pattern vertices covered by each (u_j, g) in Z_1(u_i) and the pattern vertices Z_2(u_i) constitute N^π(u_i).

Definition 10 (Reusable vertex plan). The reusable vertex plan for u_i is defined as Z(u_i) = (Z_1(u_i), Z_2(u_i)) that satisfies: (1) for each (u_j, g) ∈ Z_1(u_i), there is u_j ⊆_π u_i; (2) Z_2(u_i) ⊆ N^π(u_i); (3) {u | (u, g) ∈ Z_1(u_i), u_n ∈ N^π(u_j), u = g(u_n)} ∪ Z_2(u_i) = N^π(u_i).

Execution by reusable plan. Following the reusable vertex plan Z(u_i), the candidate set computation would intersect the cached results that are discovered with each (u_j, g) in Z_1(u_i) and the adjacent lists of the data vertices matched to the pattern vertices Z_2(u_i) (i.e., Equation 1). Theorem 2 proves such a method leads to the correct result.

Theorem 2. Given the reusable vertex plan Z(u_i) = (Z_1(u_i), Z_2(u_i)) and the partial instance f ∈ R(P_k^*−1), the candidate set of u_i can be computed by

\[ L(u_i|f) = (\cap_{(u_j, g) \in Z_1(u_i), f^* = T(f, g, V(P_k^*−1))} C(u_j|f^*)) \cap (\cap_{u \in Z_2(u_i)} N(f(u_i))) \cap V(G) \]

(1)

Proof: Please refer to the supplemental materials.

Example 5. From Example 3, u_4 constraint subsumes u_2 with g_2. A reusable vertex plan for u_4 can be Z(u_4) = (Z_1(u_4), Z_2(u_4)), where Z_1(u_4) = {(u_2, g_2)} and Z_2(u_4) = ∅. From Example 4, we have a partial instance f = {(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)} ∈ R(P_3^*), and f^* = {(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)} ∈ R(P_2^*). Following Equation 1, we can compute C(u_4|f), L(u_4|f) = C(u_4|f^*). As shown in Figure 5, C(u_4|f^*) = {v_1, v_2, v_4, v_5}, which we reuse for C(u_4|f). Thus, C(u_4|f) = L(u_4|f) = {v_1, v_2, v_4, v_5}.

Plan generation. Since the plan for each vertex is independent, we can generate it separately. According to Equation 4, the number of intersection operations performed is |Z_1(u_i)| + |Z_2(u_i)| − 1, and thus an efficient plan should reduce the cardinality of Z_1(u_i) and Z_2(u_i). As shown in Figure 5, the requirement of Z(u_i) is that the backward neighbors N^π(u_i) shall be fully covered by each (u_j, g) in Z_1(u_i) and the pattern vertices Z_2(u_i). Therefore, we formalize the plan generation as a minimum set cover problem. We construct a set S containing all collections of pattern vertices covered by the possible elements in Z_1(u_i) and Z_2(u_i). Then we find a minimum subset S’ ⊆ S that can cover the universe N^π(u_i). Due to space limitation, we leave the details of plan generation process in supplementary materials.
5 REUSABLE PARALLEL SEARCH

This section presents our reusable parallel search (RPS) at runtime to make use of the available cached results that are identified by the reuse analysis framework before execution.

5.1 Design

RPS is based on BFS, but it takes additional efforts to maintain and retrieve the cached results in execution. The maintenance is easy because we simply materialize the result of a candidate set on its generation. To retrieve the cached result, we can apply the transformation function established by the reuse discovery mechanism to generate the partial instance $f^*$ and use the pattern vertex $u_j$ specified in the reusable vertex plan. Then, in order to acquire the cached result $C(u_j | f^*)$, we need to search $f^*$ in execution.

Index partial instances. We organize the partial instances as a tree structure as they are generated. This facilitates the efficient retrieval of the cached results. Note that for each partial instance $f \in R(P^*_{i-1})$, MATERIALIZE generates a set of extension $F \subseteq R(P^*_i)$ for $f$. We can consider each partial instance as a tree node and place $F$ as the descendants of $f$ in the tree, since $f$ is the common prefix of any partial instance in $F$. To build up the tree, we create a tree node for each partial instance $f \in R(P^*_i)$ where $1 \leq i < |V(P)|$ and arrange its descendants. A root representing $f_L$ is also added to serve as the ancestors of all the tree nodes. Thus, the resulting tree has the partial instances for $R(P^*_i)$ in the $i$-th level and $f_L$ in the $0$-th level.

Search partial instances. With the tree structure, we follow a two-step method to search partial instances. To compute the candidate set of $u_j$, given a partial instance $f \in R(P^*_{i-1})$, we search the corresponding partial instance $f^* \in R(P^*_{i-1})$ $(j < i)$. Considering each partial instance as a tree node, the search of $f^*$ is the movement on the tree structure from the node $f$ to the node $f^*$. As such, in the first step of the search, we move from the node $f$ to the lowest common ancestor (LCA) between $f$ and $f^*$, say $f_L$; in the second step, we move from $f_L$ to the node $f^*$.

To accelerate the search, we exploit the property that the descendants of a tree node are sorted, which allows us to apply the binary search. This property is true because we adopt CSR to store the data graph. To implement COMPUTE, we can easily materialize the candidate set and result set in sorted order. With the sorted result set, MATERIALIZE generates the sorted extension for each partial instance, which is based on the following defined order.

**Definition 11 (Order among partial instances).** Assume there is a total order for $V(G)$. Given $f_1, f_2 \in R(P^*_i)$ $(1 \leq i \leq |V(P)|)$, $f_1 < f_2$ if there exists $k \in [1, i]$ such that $(\forall w \in [1, k], f_1(u_w) = f_2(u_w))$ and $(f_1(u_k) < f_2(u_k))$.

**Example 6.** Figure [6B] shows the tree structure built for the example graph in Figure [4]. Assume the match order is $\pi = (u_0, u_1, u_2, u_3, u_4)$. The partial instance $f_0 = \{(u_0, v_0), (u_1, v_1)\}$ has 4 extensions matched to $P^*_i$, namely $f_1 = \{(u_0, v_0), (u_1, v_1), (u_2, v_2)\}$, $f_2 = \{(u_0, v_0), (u_1, v_1), (u_2, v_3)\}$, $f_3 = \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)\}$, $f_4 = \{(u_0, v_0), (u_1, v_1), (u_2, v_2)\}$. These extensions are placed under $f_0$ as the descendants of $f_0$. These extensions are sorted based on the order we define, i.e., $f_1 < f_2 < f_3 < f_4$.

**Algorithm 2 SubEnum RPS**

**Input:** the pattern graph $P$, data graph $G$, reusable vertex plan of all pattern vertices $Z = (Z_1, Z_2)$, match order $\pi$ with $\pi(i) = u_i$.

**Output:** the instances $R(P)$

**Maintain:** $\forall f \in R(P^*_i), f.parent, f.next, D(&f)$

1: procedure COMPUTE($u_i, R(P^*_i)$)
2:  parallel for $f \in R(P^*_i)$
3:    $B = \{N(f(u_i)) \mid u_i \in Z_2\}$
4:    for $(u_j, g) \in B$ do
5:      $f^* = T(f, g, V(P^*_{i-1}))$
6:      $C(u_j | f^*) = \text{SEARCH}(u_i, u_j, g, f, f^*)$
7:    $B = B \cup C(u_j | f^*)$
8:  $C(u_i | f) = \emptyset$
9:  $D(f, &f) = C(u_i | f)$
10:  $C(u_i | f) = C(u_i | f) - \{f(u_i) | u_i \in f\}$
11: return $C$
12: procedure MATERIALIZE($u_i, C^*, R(P^*_i)$)
13:  parallel for $f \in R(P^*_i)$, $F = \emptyset$
14:  parallel for $v \in C^*(u_i | f)$
15:    $f_n = f \cup (u_i, v)$, $F = F \cup f_n$
16:    $f_n.parent = &f$
17:  $R(P^*_i) = R(P^*_i) \cup F$
18:  $f.next = &F$
19: return $R(P^*_i)$
20: procedure SEARCH($u_i, u_j, g, f, f^*$)
21:  $w \leftarrow \text{argmax}_{x \in [1, 2]} \{u_x = g(u_x), \forall x \in [1, 2]\}$
22:  if $w$ exists then
23:    $l = i - 1$, ptr = $&f$
24:    while $l > w$ do
25:      ptr = (*ptr).parent, $l = l - 1$
26:  else
27:    $l = 0$, ptr = $&f$
28:    while $l < j - 1$ do
29:      $F = *(*ptr).next$ \hspace{1cm} $\triangleright F \subseteq R(P^*_i)$
30:      $f_{i+1} = f^*(V(P^*_{i-1}))$
31:      $ptr\leftarrow \text{Binary search } f_{i+1} \text{ over } F$ \hspace{0.5cm} $\triangleright$ $F$ is sorted
32:      $l = l + 1$
33:      $C(u_i | f^*) = D(ptr)$ \hspace{1cm} $\triangleright$ Now $*ptr = f^*$
34: return $C(u_i | f^*)$
In the beginning, we identify a consecutive range.

Fig. 6: An example using Algorithm 2 on the example graphs in Figure 1. The match order is $g$ traverses the tree structure from $f$. $f$.next along with set (Line 8). After that, the computation result is stored intersection result are intersected to compute the candidate $C$. Additionally, first apply the subsume transform function $T$ (Lines 4-7). To retrieve the cached intersection result, we $\text{COMPUTE}$ and $\text{MATERIALIZE}$ the tree structure used to search the partial instance. We also $\text{SEARCH}$ the adjacent lists of the data vertices matched to $Z$ differs from that of Algorithm 1 in the candidate set computation. $f$ is in Algorithm 2, as the workflow is the same as Algorithm 1. Algorithm 2 illustrates the implementation of RPS. We only means the corresponding data vertex is in the candidate set but not result set.

5.2 Implementation

Algorithm 2 illustrates the implementation of $\text{COMPUTE}$ and $\text{MATERIALIZE}$ in Algorithm 2 as the workflow is the same as Algorithm 1. In Algorithm 2, we use reference ($\&$) and dereference ($\ast$) operator. For a variable $a$, $\& a$ denotes the memory address of $a$; for a reference $p$, $\ast p$ denotes the object at the address of $p$. For each partial instance $f \in R(P_i^\pi)$, we maintain the location of the prefix of $f$ by $f$.parent and the location of the extension of $f$ by $f$.next. $f$.parent and $f$.next represent the tree structure used to search the partial instance. We also maintain $D(\& f)$ to track the cached intersection result along with the location of $f$.

$\text{COMPUTE}$ and $\text{MATERIALIZE}$. The $\text{COMPUTE}$ procedure differs from that of Algorithm 1 in the candidate set computation. Guided by the reusable vertex plan $Z(u_i)$, it collects the adjacent lists of the data vertices matched to $Z_2(u_i)$ (Line 3) and the cached intersection result indicated in $Z_1(u_i)$ (Lines 4-7). To retrieve the cached intersection result, we first apply the subsume transform function $T$ on the given partial instance $f$ to obtain another partial instance $f^\ast$ that guarantees $f^\ast \in R(P_{i-1}^\pi)$ (Line 5). Then, $\text{SEARCH}$ is used to find the candidate set $C(u_j|f^\ast)$ that was computed in the past (Line 6). The collected adjacent lists and cached intersection result are intersected to compute the candidate set (Line 8). After that, the computation result is stored along with $f$ (Line 9). With the result set generated by $\text{COMPUTE}$, similar to Algorithm 1, $\text{MATERIALIZE}$ generates a set of extension $F$ for each partial instance $f$. Additionally, it tracks the extensions by $f$.next and the prefix of each extension $f_n \in F$ by $f_n$.parent.

$\text{SEARCH}$. Given $f \in R(P_{i-1}^\pi), f^\ast \in R(P_{i-1}^\pi)$, $\text{SEARCH}$ traverses the tree structure from $f$ to get the location of $f^\ast$. In the beginning, we identify a consecutive range $[1, z]$ of the domain of $g$ such that $g$ can map each element in $[1, z]$ to itself (Line 21). $f$ and $f^\ast$ would have the common prefix on such a range. That is, $\forall x \in [1, z], f(x) = f^\ast(x)$. Let $w$ be the largest $z$ if it exists. If $w$ does not exist, there is no common prefix between $f$ and $f^\ast$. In this case, the LCA between $f$ and $f^\ast$ is $f_\perp$, i.e., the root of the tree in the $0$-th level, so we directly search $f^\ast$ from $f_\perp$ (Line 27). If $w$ exists, the LCA between $f$ and $f^\ast$ is in the $w$-th level. The LCA is the partial instance $f_L = f(\pi[w, \ell_\ell])$. In this case, we initialize the searching position $\text{ptr}$ as the location of $f$ in $(i - 1)$-th level (Line 23). Then, we follow the pointer to the ancestor of the tree node, $\text{ptr}.parent$, to reach the LCA in $w$-th level (Lines 24-25). After $\text{ptr}$ can position the LCA, we iteratively move downward the tree to reach $f^\ast$ (Lines 28-32). In each iteration, we fetch the descendants of a tree node via $\text{ptr}.next$ (Line 29). Among the descendants $F_i$, we are interested in the one that is the projection of $f^\ast$ on $V(P_{i+1}^\pi)$ (Line 30). To search that descendant, the binary search over $F$ is conducted (Line 31). After reaching the $(j - 1)$-th level of the tree, $\text{ptr}$ can position $f^\ast$ and we can fetch the result $C(u_j|f^\ast)$ by $D(\text{ptr})$.

Memory management. Since GPUs are equipped with limited device memory but there are a large number of partial instances, the execution of RPS is implemented in a pipeline manner similar to [18]. Specifically, we reserve a portion of device memory $\theta_i$ for each iteration $i$. To generate the partial instances for $R(P_i^\pi)$, we extend a subset of partial instances achieved in the previous iteration and produce a subset $F_i \subset R(P_i^\pi)$. The size of $F_i$ and the corresponding cached results are ensured to fit to the reserved memory $\theta_i$. Then, $F_i$ would be used in the next iteration to generate the partial instances for $R(P_{i+1}^\pi)$. Due to the pipeline processing, only a subset $F_i \subset R(P_i^\pi)$ and the corresponding cached results are stored in iteration $i$. When a partial instance to be searched $f^\ast$ is not in the subset $F_i$, we are unable to locate the cached result corresponding to $f^\ast$ and thus the reuse
cannot be exploited. In that case, we simply fall back to the traditional method of candidate set computation without the reuse. In execution, we find that such a case seldom happens and the cached results are available most of the time (with the reuse ratio up to 99% as shown in Figure 10).

**Example 7.** Figure 6 shows examples of Compute and Materialize of Algorithm 2. Figure 6a shows the tree structure maintained for the partial instance \( f^* = \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)\} \). \( f^*.next \) tracks the corresponding result set and \( f.parent \) records the parent of each tree node. They help to navigate the tree structure in SEARCH. \( D(f^*) \) records the location of the set intersection result, i.e., \( C(u_2|f^*) \).

Figure 6b shows an example of the candidate set computation in Compute. \( f = \{(u_0, v_0), (u_1, v_1), (u_2, v_2), (u_3, v_3)\} \in R(P_f) \) is given to compute the candidate set \( C(u_4|f) \). First, we apply the subsume transform function to get \( f^* = \{(u_0, v_0), (u_1, v_3)\} \). To search \( f^* \), we traverse the tree as indicated by the arrows. Starting from \( f \), we first go along the ancestors: \( \{(u_0, v_0), (u_1, v_1), (u_2, v_2)\}, \{(u_0, v_0)\} \) is the LCA between \( f \) and \( f^* \). Then we go from \( \{(u_0, v_0)\} \) to \( f^* = \{(u_0, v_0), (u_1, v_3)\} \) by a binary search over the descendants of \( \{(u_0, v_0)\} \). After reaching \( f^* \), we retrieve the result aligned with \( f^* \), i.e., \( C(u_2|f^*) = \{v_1, v_2, v_3\} \), which was computed by \( N(v_0) \cap N(v_3) \). To reuse this result, we copy it for \( C(u_4|f) \). Now that \( C(u_4|f) \) is ready, we can proceed to compute the result set \( C^*(u_4|f) \).

5.3 Match Order Selection

Although the reuse can be exploited for any given match order \( \pi \), the order can affect the performance of RPS because the reusable plan can vary with \( \pi \) and thus the reuse scope differs. To evaluate a match order, we rely on the reuse-aware cost analysis that considers the performance gains and overheads of reuse. The analysis differs from the cost models proposed in previous works [8], [10], [18], [19] that do not exploit reuse. Due to space limitation, we leave the discussion of cost analysis in the supplementary materials.

The match order selection works as follows. First, we enumerate each possible order of \( V(P) \), say \( \pi \), and generate the reusable vertex plan as discussed in Section 4.3 for each pattern vertex. Then, our reuse-aware cost analysis evaluates the execution cost given \( \pi \). In the end, the order with the least cost is chosen. Note that the reuse-aware order selection may choose the plan that does not exploit reuse. In this case, the execution would be the same as the traditional BFS approach (Algorithm 1).

6 EXPERIMENTS

In this section, we first introduce the experimental setups and then report the evaluation results.

6.1 Experimental Setup

**Implementation.** We implement the following methods on GPUs for evaluation.

- **GPSM** [19]: The state-of-the-art GPU solution based on Algorithm 4. Because the method is originally proposed for labeled graphs, it has a filter phase to generate candidate data vertices by the labels and a join phase to enumerate the matched subgraphs. We only implement the join phase since subgraph enumeration is defined on unlabeled graphs and the filter phase is not needed.

  - **NEMO** [18]: The recent GPU solution based on Algorithm 1. As the work [18] is originally designed for network motif discovery, we only implement its component of subgraph enumeration for the experiment. NEMO is the same as GPSM except that it implements the set intersection operations in a different way (see Section 3 for details).

- **REUSE_KV**: The direct method that uses the key-value store to exploit the reuse. Based on GPSM, we implement the hash table by the CUDPP library [51]. When a new result of set intersection operation is generated, it is inserted into the hash table with the key as the relevant data vertices. To perform the set intersection, we would query the hash table to check to reuse the cached results. As there are a large number of set intersection results but the GPU memory is rather limited, the hash table will be released if its memory consumption exceeds the pre-defined threshold. We tune the parameter and find setting it to 1GB can achieve good performance. After the memory release, the hash table can continue to store the cached results as usual.

- **RPS**: The implementation of our approach (Algorithm 2) on top of GPSM.

**Datasets.** Statistics of the datasets are shown in Table 2. The datasets include **youtube** (YT), **wiki-Talk** (WK), **wiki-topic** (TP), **twitter-higgs** (TW), **dogster** (DG) and **orkut** (OR). The datasets are downloaded from **SNAP** [52] and **Network Repository** [53].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>YT</th>
<th>WK</th>
<th>TP</th>
<th>TW</th>
<th>DX</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\times 10^6</td>
<td>1.1</td>
<td>2.3</td>
<td>1.8</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>(E</td>
<td>\times 10^6</td>
<td>2.9</td>
<td>5.0</td>
<td>28.5</td>
<td>13.9</td>
<td>8.5</td>
</tr>
</tbody>
</table>

**Queries.** Figure 7 lists the queries used in the experiments. These queries have been evaluated in a number of recent works [11], [14], [54], [55]. To evaluate the performance, we count the number of instances matched to the query and report the running time.

**Experimental Environment.** The experiments are conducted on a machine equipped with 128GB main memory, two NVIDIA TITAN V GPUs (each has 12GB device memory), and two Intel Xeon Gold 6140 CPU processors (each has 18 cores). The programs are compiled with CUDA-10.0 and GCC 7.3.0 with O3 flag.

6.2 Effects of Reuse

Figure 8 shows the evaluation results comparing our approach with the existing GPU methods. In the figure, the bars that reach the top mean the corresponding schemes have not completed after more than 3 hours.

**Comparison with GPSM.** Compared with GPSM, RPS achieves speedups of 1.2 – 3.0, 2.5 – 4.8, 1.3 – 3.3, 1.6 – 4.1, 1.8 – 5.0, 1.6 – 2.8 on the datasets YT, WK, TP, TW, DG, OR respectively. This confirms that reuse can accelerate.
Fig. 7: Queries

Fig. 8: Effects of reuse on GPUs.

Fig. 9: The ratio of the execution time of set intersection operations versus the overall execution time. We run GPSM, the state-of-the-art GPU solutions, to profile the execution.

Fig. 10: The ratio of the set intersection operations that can be avoided by the reuse.

**TABLE 3:** Plan generation time (in milliseconds) and the ratio (100%) of plan generation versus total execution time of RPS.

<table>
<thead>
<tr>
<th>Query</th>
<th>q1</th>
<th>q2</th>
<th>q3</th>
<th>q4</th>
<th>q5</th>
<th>q6</th>
<th>q7</th>
<th>q8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.14</td>
<td>0.17</td>
<td>0.96</td>
<td>1.81</td>
<td>0.58</td>
<td>0.78</td>
<td>48</td>
<td>122</td>
</tr>
<tr>
<td>WK</td>
<td>0.02</td>
<td>0.07</td>
<td>&lt; 0.01</td>
<td>11</td>
<td>&lt; 0.01</td>
<td>0.43</td>
<td>&lt; 0.01</td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>0.01</td>
<td>&lt; 0.01</td>
<td></td>
</tr>
</tbody>
</table>
runtime performance of parallel subgraph enumeration. The acceleration comes from the benefit of the smaller number of set intersection operations performed, since RPS reuses the cached results to avoid the redundant operations. This benefit reduces the workload executed in the COMPUTE procedure, and thus improves the overall performance. To verify that reuse reduces the number of set intersection operations and improves the COMPUTE procedure, we present the profiling results in the next subsection.

**Comparison with REUSE_KV.** REUSE_KV implements a hash table to track the cached results of set intersection operations. As the memory allocation on GPUs is slow, we optimize the implementation of REUSE_KV by batched memory allocation. Instead of allocating memory for each cached result, we allocate an array to store all the cached results in each iteration, and the hash table simply tracks the position of each cached result on the array. Even with this optimization, REUSE_KV still incurs large overheads in execution for concurrent hash table maintenance. The overheads can compromise and sometimes outweigh the benefit of reuse. Indeed, the performance of REUSE_KV is not better than that of GPSM, which is the implementation without the reuse. Our RPS always outperforms REUSE_KV because RPS exploits reuse efficiently and does not incur large overheads as in REUSE_KV.

**Comparison with NEMO.** Our RPS achieves significantly better performance than NEMO. Besides the reuse, another reason for this improvement is that NEMO uses an inefficient method to perform set intersection operations. To intersect the adjacent lists \( N(v_1), N(v_2), \ldots, N(v_n) \), NEMO chooses the adjacent list with the smallest cardinality, say \( N(v_1) \), iterates each neighbor \( v \in N(v_1) \), and then scans the adjacent list \( N(v) \) to verify whether \( N(v) \) contains the vertices \( v_1, v_2, \ldots, v_n \). This approach is shown to be efficient for small graphs [18] due to the coalesced memory access. However, it is rather inefficient for large graphs because the quadratic time complexity can significantly increase the workload for large adjacent lists.

### 6.3 Profile Results

**Bottleneck analysis.** The set intersection operation is the runtime bottleneck for parallel subgraph enumeration. We run the state-of-the-art GPU solution, GPSM, to profile the execution time of such an operation. As shown in Figure 9, the operation takes nearly 90% of the running time for most datasets and queries, and sometimes up to 95%.

**Reuse ratio.** We call the reuse ratio as the ratio of the redundant operations avoided by the reuse versus the total number of set intersection operations. We run RPS and REUSE_KV to profile the reuse ratios. As shown in Figure 10, RPS can avoid 42% – 99% of the set intersection operations. Even though GPU memory is limited, most cached results are still available for RPS. To perform the set intersection given the partial instance \( f \), it will find another partial instance \( f' \) corresponding to the cached result. In many cases, \( f \) and \( f' \) share a common prefix and the pipeline processing will likely maintain both instances in the same pipeline. This leads to the high reuse ratio for RPS.

In comparison, the reuse ratio of REUSE_KV is much smaller than RPS. There are two reasons. First, REUSE_KV can only reuse the result generated by exactly the same set intersection operation, while RPS can even exploit the result from a different operation with the help of the reuse analysis framework. For example, for the clique \( q_2 \), to compute the set intersection operation \( N(v_1) \cap N(v_2) \cap N(v_3) \) among data vertices \( v_1, v_2, v_3 \), RPS can exploit the result \( N(v_1) \cap N(v_2) \). However, REUSE_KV can reuse the result only if the same set intersection operation \( N(v_1) \cap N(v_2) \cap N(v_3) \) was executed in the past, while such a condition is not true for \( q_2 \). This makes the reuse ratio of REUSE_KV as low as 0 in cliques, i.e., \( q_2, q_4, q_7 \).

Another reason of small reuse ratios is that our current implementation of REUSE_KV simply drops the hash table to release memory when its consumption exceeds the threshold. This can remove plenty of useful cached results and make them unavailable for later usage. One may think of selectively dropping a subset of data in the hash table to improve the reuse ratio but this is difficult to be implemented in GPUs: it is inefficient to track sophisticated metadata in a decentralized way, e.g., least recently used items, for cache eviction; removing a set of items concurrently from the hash table needs plenty of overheads [20]. Another consideration is to increase the memory threshold, which is set to 1GB currently. We think this amount is sufficiently large for reuse. A larger threshold cannot help because REUSE_KV can only salvage the results generated by exactly the same set intersection operations and a lot still cannot be reused. Moreover, a larger memory size for the hash table will increase overheads of GPU memory allocation/deallocation, which do not help to improve the overall performance.

**Execution time breakdown.** To investigate how reuse may improve performance, we run RPS, GPSM, and REUSE_KV to profile two major procedures in execution. As shown in Figure 11, RPS outperforms GPSM because the time on COMPUTE is reduced. In COMPUTE, RPS can exploit reuse and avoid a large number of set intersection operations but...
This paper studies reusing the execution results of set intersection operations to accelerate subgraph enumeration on GPUs. We propose the reuse analysis framework to generate reusable parallel search to exploit the reuse in execution. The experimental evaluation shows that our approach outperforms the state-of-the-art GPU solutions and achieves the speedups of up to 5 times.
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