AN INSTITUTIONAL ANALYSIS OF THE ECONOMICS OF IDENTITY

A thesis submitted
in fulfilment of the requirements for the degree of
Doctor of Philosophy

Alastair Lloyd Berg
BCom (University of Melbourne)
BA (Deakin)
MTeach(Sec) (University of Melbourne)
MEPI (University of Melbourne)

School of Economics, Finance and Marketing
College of Business and Law
RMIT University

August 2021
Declaration

I certify that except where due acknowledgement has been made, the work is that of the author alone; the work has not been submitted previously, in whole or in part, to qualify for any other academic award; the content of the project is the result of work which has been carried out since the official commencement date of the approved research program; any editorial work, paid or unpaid, carried out by a third party is acknowledged; and, ethics procedures and guidelines have been followed. I acknowledge the support I have received for my research through the provision of an Australian Government Research Training Program Scholarship.

Alastair Lloyd Berg, 20 August 2021
Acknowledgements

This thesis could not have been written without the help of others. The assistance and intellectual inspiration of those at RMIT have helped to develop many of the ideas in this thesis. Thanks to the help of my two supervisors Sinclair Davidson and Jason Potts. The ideas you have exposed me to, your thoughtful critiques, and your time have made this thesis what it is.

Others have influenced me. Chris Berg, Darcy Allen, Aaron Lane, Brendan Markey-Towler and Mikalya Novak have all provided much to think about. They have all been an invaluable source of knowledge and inspiration.


I also acknowledge the Australian taxpayer for their generous support.

To my family, thank you for always encouraging me.

To Lucy and Charles, this thesis is dedicated to you.
Publications

Although not presented for examination, the following peer-reviewed publications are cited through this thesis:


Although not presented for examination, the following peer-reviewed publication was also published during my candidature:

4.4 DISCUSSION AND CONCLUSION .................................................................................. 77

CHAPTER 5. AN ECONOMIC THEORY OF SURNAMES ...................................................... 79

5.1 INTRODUCTION ........................................................................................................ 79
5.2 A MODEL OF INTERGENERATIONAL PROPERTY OWNERSHIP WITH SOVEREIGN RISK ................................................................. 81
5.3 SURNAMES IN POST-1066 ENGLAND ................................................................... 84
5.4 SOME FURTHER INSTITUTIONAL ECONOMICS OF NAMES ...................................... 100
5.5 CONCLUSION ............................................................................................................ 106

CHAPTER 6. THE STATIONARY BANDIT WITH STATIONARY CAPTIVES .................. 108

6.1 INTRODUCTION ........................................................................................................ 108
6.2 THE MODEL ................................................................................................................ 109
6.3 CITIZENSHIP AND MOBILITY IN THE ROMAN REPUBLIC AND EMPIRE .................. 111
6.4 NE EXEAT REGNO AND SAUF CONDUIT: MEDIEVAL REGULATIONS ON MOVEMENT ................................................................. 115
6.6 MODERN CHINA ...................................................................................................... 124
6.7 DISCUSSION AND CONCLUSION ............................................................................. 130

CHAPTER 7. SUMMARY AND CONCLUSIONS ............................................................ 133

7.1 INTRODUCTION ........................................................................................................ 133
7.2 CONTRIBUTIONS ...................................................................................................... 134
7.3 LIMITATIONS OF THE STUDY ................................................................................ 138
7.4 FURTHER STUDY ..................................................................................................... 139

REFERENCES .................................................................................................................. 141
Abstract

This thesis develops a new institutional economics of identity. It develops a clear and consistent economic definition of identity, and demonstrates the ways identity overcomes information problems in economic and political exchange. The first contribution of this thesis is a clear and consistent economic definition of identity (Chapter 1). Here, identity is a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. As goods are vectors of characteristics, this thesis introduces individuals as being vectors of characteristics. These identity characteristics are classified as being innate to, prescribed by, and prescribed to, the individual. This is in stark contrast to many previous conceptions of identity in economics and the broader social sciences, which have typically studied identity as a single characteristic (Chapter 2). This single characteristic is also often defined as a group characteristic, which ignores the individual and differentiating characteristics of economic and political agents.

The next contribution of this thesis is to clearly demonstrate the way identity can be characterised as overcoming uncertainty and mitigating instances of information asymmetry in economic exchange. In contrast to mainstream economics, this thesis treats the identity of the buyer and seller as an important part of economic exchange. That is, populations are heterogeneous, owing to the varied endowments, tastes and motivations of individuals. This leads to information problems, as due to this heterogeneity of economic and political actors, behavioural and contractual outcomes are difficult to predict. To overcome this information asymmetry, economic actors both demand and supply identity information. The demand of identity is a positive function of the need to recognise, and distinguish between, trading partners. Lenders will demand information related to an individual’s ability to service a loan, for instance. Obtaining this identity information is costly and results in what I term ‘identity costs’, which I introduce as a distinct subset of transaction costs (Chapter 3). This model I develop uses the transaction cost framework of uncertainty, frequency of exchange, and asset specificity. The identity cost model of exchange demonstrates the mechanism by which economic actors produce predictability about the future state of the world. In addition, the supply of identity information can overcome this behavioural and contractual uncertainty. The supply of identity is a function of the need to differentiate oneself from potential competitors when seeking out trading partners. As I develop with a hostage model of identity (Chapter 4), constraints can be placed on human behaviour in the form of credible commitments. This model contributes an extension of the hostage model of exchange. I show how in the presence of information asymmetry economic actors can place an identity asset at risk—‘identity at risk’—as a prerequisite to entering some exchange. In this expanded hostage model of exchange, economic actors supply identity information because it is beneficial to do so. They supply this identity information via the posting of identity hostages which consist of information assets that are exploitable in the event of non-compliance with contractual terms.

The next contribution of this thesis is the demonstration of the transaction cost economising nature of identity. I have already mentioned the introduction of identity costs as my contribution to the transaction costs literature. I then extend this finding to determine that, as identity costs are a significant cost in some industries, the existence of certain hierarchical
organisations can be attributed to identity cost economising (Chapter 3). For instance, banks exist as an aggregation of lenders who benefit from economies of scale in determining their borrowers’ willingness and ability to repay loans.

The final contribution of this thesis is to demonstrate how identity can be characterised as being used by individuals and states to access economic rents and other privileges. Another way of stating this is that I examine identity as it is used to overcome uncertainty in political exchange. Here I contribute an understanding of the demand and supply of identity as it relates to the political sphere. I first examine uncertainty as it relates to sovereign risk, where sovereign risk results in the nationalisation of private property. I develop an intergenerational model of property ownership, which sees buyers manufacture certainty through the private supply of identity information in the form of heritable surnames (Chapter 5). Property owners suffer from an information problem related to a sovereigns’ intention to expropriate land. In the context of Norman England post-1066, I examine heritable surnames as an identity institution used as a measure of protection against state action. In addition, I also use the property rights literature to characterise this process. I next contribute an expanded stationary bandit model of government to illustrate how a state can satisfy its own demand for identity (Chapter 6). Here, states have an asymmetry of information as to the nature of their citizens, owing to their heterogeneity, and their differing value in terms of extractable resources. They use identity technologies to increase their legibility over their populations, and to increase their extractive capacity. States also use identity technologies to discriminatorily supply public goods. The model developed in this chapter is then illustrated via case studies of Ancient Rome, early Medieval Europe, revolutionary France, and Communist China.
Chapter 1. Introduction

1.1 Introduction

Adam Smith (1776a, b) recognised the economic relevance of imperfections in human behaviour. While Smith used different terminology, he understood, for instance, that moral hazard arises from a lack of vigilance when one is placed in charge of another’s property. Similarly, Smith understood the differences intrinsic to a population. This heterogeneity is what Smith (1776a, 110) saw as the driving force behind the increase in the welfare of society; specialisation (and trade) results in “a proportionable increase of the productive powers of labour”. In other words, society becomes wealthy when one does not have to prepare their own meat, bread, or beer. Rather, when these tasks are separately pursued by individuals endowed with different skill sets and motivations, society progresses. Yet much of the mainstream economic literature has studied the price system and ignored the way in which markets actually work (Demsetz 1988). Here Demsetz refers to the lack of literature examining the transaction costs inherent in market interactions, where these costs are derived from human imperfections including opportunism and bounded rationality. And while these “characteristics of the human decision makers” (Williamson 1975, 8) have long been understood, a clear explanation of the mechanism by which the relevant, and context dependent, characteristics of an individual are used and understood in economic and political life is largely missing from the literature.

In this thesis I will make three broad claims. The first of these is that coming to a level of assurance as to the identity of a counterparty is necessary for all but the most trivial spot market transactions. Using the new institutional economics literature (Williamson, 1975, North, 1994) I develop models of identity institutions whereby traders can understand relevant characteristics as to their trading partner, while the exchange of identity information can also act as a motivationally credible commitment device. The second claim is that these mechanisms can also be characterised as being transaction cost economising. The final claim is that, as uncertainty also exists in the political realm, identity institutions exist for the mitigation of this political uncertainty. Each of these claims is associated with one of the three research questions of this thesis.

This introductory chapter proceeds as follows. Section 1.2 provides background to the economic problem of dealing with heterogeneous actors amid a state of uncertainty. This will outline the two main literatures—the economics of information, and the new institutional economics—that motivate the thesis. Section 1.3 outlines the research questions along with the structure of the thesis, and what I will set out to achieve in the following chapters. Section 1.4 provides a working definition of the term identity, and introduces a new economics of identity. Section 1.5 summarises the thesis and outlines the main findings.

1.2 Background to the problem of uncertainty within a heterogeneous population

To provide context and background for the thesis, this section will outline the two main motivating literatures and perspectives that have given rise to it. These are, respectively, the
economics of information and the new institutional economics. The economics of information can be traced to the work of the joint 2001 economics laureates. George Akerlof (see 1970), Michael Spence (see 1973), and Joseph Stiglitz (see 1975) shared the economics Nobel for their work on markets with asymmetric information. The new institutional economics literature similarly reflects the uncertainty endemic in social life, basing its analysis within the common behavioural assumptions of bounded rationality and opportunism (see Williamson 1985). This literature is also well pedigreed, with Nobel laureates including Ronald Coase in 1991, Douglass North in 1993, and Oliver Williamson in 2009.

The shared feature of the economics of information and the new institutional economics is the uncertainty endemic in social life. As the economics of information literature makes clear, less than perfect information can have economically negative effects on a market (Akerlof 1970). Without countervailing institutions, or “devices for eliminating uncertainties in quality” (Stigler 1961, 224), a market might cease to function. This uncertainty is itself not just a function of the qualities of the good itself. Behavioural realities come into play. The uncertainty surrounding the actions of a trading partner results in the widely-examined phenomenon of adverse selection (see Akerlof 1970) and moral hazard (see Spence and Zeckhauser 1971).

The new institutional economics is similarly based in uncertainty of behavioural outcomes. The core behavioural assumptions of bounded rationality (Simon 1957) and opportunism (Williamson 1985) make it clear that the precise future state of the world is unknowable. These “characteristics of the human decision makers” (Williamson 1975, 8) result in the existence of transaction costs, which are analogous to frictions in mechanical systems. These transaction costs broadly consist of those related to search, negotiation, drafting of agreements, monitoring, and dispute resolution. Overall, the economics of information and the new institutional economics take for granted that ex-post outcomes cannot be assumed to mirror the precise wording of ex-ante agreements. Similarly, both literatures study the institutions which exist to constrain those behavioural realities. That is, both literatures study the institutions that allow trade to occur in the presence of private information and uncertainty.

Within the economics of information literature, ‘signalling’ and ‘screening’ are the most commonly cited mechanisms by which uncertainty might be overcome. Signalling (Spence 1973, 1974, 2002) overcomes adverse selection by communicating, for instance, a worker’s productivity to the labour market. In contrast, screening is a mechanism by which an uninformed trader might discover economically useful information. They might do this by, for instance, offering a product at different prices to prompt a buyer to reveal private information (Rothschild and Stiglitz 1976, Salop and Salop 1976). The new institutional economics literature also examines the mechanisms which mitigate behaviourally derived uncertainty. This includes the examination of institutions which economise on transaction costs. Broadly, these can be delineated into institutions that limit the choice set of participants (Bates 2014, Crawford and Ostrom 1995), or those that allow for the application of sanctions in the event of a breach of ex-ante contractual arrangements (Akerlof 1980, Bernheim 1994, Dellarocas 2006).
The uncertainty which crosses both literatures is a function of behavioural realities, including those traced back to the assumptions of bounded rationality and opportunism. Importantly, and more broadly, this uncertainty is derived from a rejection of the assumption that trading partners are homogenous. Homogeneity is an assumption common in mainstream economic thought and mainstream contract law.\(^1\) It results in economic models likened to ‘perfect decentralisation’ (Demsetz 1988), with participants (and traded commodities) being infinitely interchangeable (Telser and Higinbotham 1977, Salop and Salop 1976). That is, and according to mainstream economics, every individual who trades within a market is the same as every other individual. At the same time, choices are made purely based on price and technology. This is the basis for models of perfectly competitive marketplaces, which in turn treat any consideration of an individual as being different from another as irrelevant (Williamson 1985). That society is not comprised of homogenous trading partners is a motivating factor which led to this thesis.

That society is comprised of heterogeneous actors with varied endowments, tastes, and motivations, and that these variations have economic and political importance, is the overarching theme of this thesis. Mainstream economic models which treat exchange as taking place between ‘anonymous partners’ (Carr and Landa 1983) ignore the economically important characteristics which are specific to the individual. So important are these characteristics, that a lack of knowledge as to those characteristics would likely curtail much economic activity (Arrow 1972c, Ben-Porath 1980, Akerlof and Kranton 2000). That is, the relevant, and context dependent, characteristics of an individual must be understood by a trading partner precisely because of these varied endowments, tastes, and motivations. That this variation exists means that private information exists, while uncertainty in the economic and political realms is itself derived from this variation. I do not know for certain if you will fulfil your promise ex-post because I am different to you. Put another way, if you and I were in possession of the same endowments, tastes, and motivations, I would have complete knowledge as to your future actions; they are the same as I would do.

With this background in mind, the contributions I set out in this thesis are to develop a theoretical and practical understanding as to how identity facilitates trade, and political interactions, under conditions of uncertainty. That is, I will seek to understand the identity institutions that overcome uncertainty, and mitigate instances of information asymmetry as it arises in economic and political exchange. My focus is on the mechanisms by which the vector of characteristics of an individual are used and understood in economic and political life.

1.3 Research questions and outline

My research questions are as follows:

- **Question 1**: How can identity be characterised as overcoming uncertainty and mitigating instances of information asymmetry in economic exchange? (Chapter 3, Chapter 4).

\(^1\) Here, I use ‘mainstream’ to broadly refer to choice-theoretic economic analysis that views economic agents as honest and fully informed (Mitchell and Boettke 2017).
• **Question 2:** How can the use of identity in economic exchange be characterised as transaction cost economising? (Chapter 3).

• **Question 3:** How can identity be characterised as being used by individuals and states to access economic rents and other privileges? (Chapter 5, Chapter 6).

I will first provide background as to the economic problem of trade amongst a heterogeneous population with uncertainty (Chapter 2).

Next, I will apply the transaction cost contractual schema to develop an identity cost model of exchange (Chapter 3). Following that, I will apply the institutional literature on credible commitments to develop a hostage model of identity (Chapter 4). These two chapters will demonstrate the use of identity in overcoming the uncertainty associated with dealing with heterogeneous trading partners, and the ways identity can overcome the effects of private information in economic exchange. Chapter 3 will also demonstrate the transaction cost economising nature of identity as it is used in economic exchange.

Finally, I will examine the ways identity has been used to grant access to rents and other privileges, and hence the way it has been used in political exchange under conditions of uncertainty. I will first examine the role of heritable surnames in the protection of private property under sovereign risk in post-10662 England (Chapter 5). Then I will examine the ways that various state actors have used identity technologies to increase their extractive capacity over their populace, as well as discriminatorily supply public goods (Chapter 6). Together, these two chapters will examine identity from an institutional perspective, and use the historical record to show ways that identity has been used in the political realm. I will then present and summarise the findings of the thesis (Chapter 7).

### 1.4 Towards an economics of identity

As I will demonstrate in Chapter 2, the economics discipline lacks a clear and consistent *economic* definition of identity. One of the contributions of this thesis will be to rectify this shortcoming. Lancaster (1966, 1971) states that goods are vectors of attributes (see Allen, Berg and Markey-Towler 2019). In this thesis, I treat individuals in a similar way. Lancaster sees a dinner party as comprised of “nutritional, aesthetic, and perhaps intellectual characteristics” (Lancaster 1966, 133). My formulation of identity sees an individual as being comprised of a vector of economically and socially important characteristics. These characteristics, while practically innumerable and context dependent, can be broadly classified as being innate to, prescribed by, and prescribed to, the individual.

Inspired by this insight, I contribute a new definition of identity as a *vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals*. At the outset, it should be stated that this conception of identity, and what I see as its economic and political importance, explicitly relaxes the assumption of homogeneity as typically applied in mainstream economics. That is, while participants in economic exchange are typically treated as homogenous in mainstream economic thought (Telser and Higinbotham 1977, Williamson 1985, Demsetz 1988), I consider

---

2 All dates are CE unless indicated otherwise.
this a naïve assumption. As I shall make clear, rather than individuals as perfect substitutes for every other individual, economic and political agents are heterogeneous; these agents have varied endowments, tastes, and preferences.

So, identity is a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. At the same time, these characteristics are innate to, prescribed by, and prescribed to, the individual. Innate characteristics are those (somewhat) immutable characteristics which make one either tall or short, thin or fat, blue eyed or brown eyed, extraverted or introverted. To be sure, one might restrict their caloric intake and go from fat to thin. Yet these characteristics are ‘sticky’, especially in the short-run. Characteristics prescribed by the individual are those actions one takes which have the follow-on consequence of affixing a ‘label’ or a ‘type’. One might study and obtain a university qualification to indirectly signal productivity to employers (Spence 1973, 1974). One might buy an electric car to signal environmental credentials (Brooks and Wilson 2015, Brisman 2009). Or one might undertake some violent act to manufacture such a reputation (Silverman 2004). Finally, characteristics can be prescribed to an individual, both with and without the recipient’s knowledge. A seller on an online marketplace has feedback given to them by their customers based on past performance (McDonald and Slawson 2002, Lee, Im, and Lee 2006), while the act of ‘vouching’ as to the employability of an acquaintance serves a similar function. To be sure, these characteristics are not always known to the bearer. A teacher who is unaware of teacher rating websites, or does not check their credit score, is none the wiser as to some aspect(s) of their identity as I have defined it. Finally, these classifications of characteristics as innate to, prescribed by, and prescribed to, tend to overlap in some respects.

So then, what gives this vector of characteristics associated with a unique individual—an identity—economic value? First consider the counterfactual, where the identity of an economic agent serves no economic or social purpose. Briefly resorting to the much-used trope of ‘Robinson Crusoe’ (see Robbktson 1933, Mathias 2007, Watson 2011), an individual who leads a solitary existence has no economic need for an identity.3 One who is self-sufficient—one who prepares their own meat, bread, and beer—has no need to recognise and distinguish one from amongst many, or to be themselves recognised. Only in social contexts does value attach itself to the ability to do so. Throughout the Crusoe story, and as his world takes on increasingly complex social dimensions, the importance of recognising one individual amongst a crowd takes on profound importance. Quite simply, his ability to recognise and distinguish Friday from amongst the cannibals is likely the difference between life and death. Likewise for Friday’s ability to distinguish Crusoe from the cannibals. Similarly, when Crusoe returns to civilisation, his ability to identity himself as his father’s son allows him to reclaim his inherited wealth. The Robinson Crusoe example also makes it clear that characteristics of the individual can be internalised or externalised to that individual. For while living alone Crusoe did not revert to referring to himself as ‘man’. Even while alone, he had a sense of internalised identity, which only took on external meaning when he returned to a social setting. In sum, in isolation there is no value related to the characteristics associated with a unique individual that allows other individuals to recognise them, or allow

3 This necessarily ignores the implications that follow from the existence of an omniscient god.
differentiation from other individuals. It is only in social contexts that this vector of characteristics has economic and social value.

To be sure, economists have studied identity, and identity related concepts. Yet this has usually been from a very limited viewpoint, or broader social science perspective. As shown in Figure 1. below, the economic study of identity can be associated with one of two approaches. With a few exceptions noted below, these have typically associated identity with a single characteristic. In addition, and in contrast to my treatment, this single characteristic is typically derived from membership in a group, or a social categorisation. The choice theoretic branch can be delineated into group identity as prescribed by, and prescribed to. For instance Akerlof and Kranton (2000) consider identity as a person’s ‘sense of self’. Their construct of identity is a group one, and is related to prescriptive behaviours, and subsequent payoffs, associated with membership in some group. Along with individual preferences, they apply this sense of self into a standard utility function. The latter depends on; 1) social categorisation, for instance gender or race; 2) behavioural prescriptions applicable to that social categorisation; and 3) payoffs associated with conformity to these prescriptions. Akerlof and Kranton’s (2000) conception of identity as sense of self can be thought of self-categorisation, or to use my terminology, characteristics prescribed by the individual. In a similar manner, Sen (see for instance 1977) examines the role of a self-prescribed social identity as being a prime motivator of human behaviour.

![Figure 1. Cognitive map of identity in economics]

In examining the economics of discrimination, the existence of discrimination is explained by examining just a single characteristic. Again, this single characteristic relates to a social

---

4 The literatures mentioned throughout this section are set out at length in Chapter 2 of this thesis.
categorisation. However, unlike Akerlof and Kranton’s (2000) or Sen’s (1977) conceptions of identity, this literature is more akin to my categorisation of identity as related to characteristics prescribed to the individual. For instance, Becker’s (see for instance 1957) taste-based discrimination sees economic agents as willing to pay a premium, or accept lower income, to avoid exchange with those of a certain social categorisation, such as ethnic minorities. In contrast, yet still employing a single (social) categorisation, the statistical discrimination of Arrow (see 1972a) and Phelps (see 1972a) sees those social categorisations, race or gender for instance, as proxies for some unobservable characteristic like labour productivity.

The institutions branch includes the study of transaction cost economising social identities. For instance, group membership is transaction cost economising as it provides for behavioural constraints (Carr and Landa 1983, Ostrom 1986), while it also provides for applicable sanctions in the event of a behavioural breach (Posner 1996, Eckel and Grossman 2005). Similarly, the literature on reputation sees this marker of past behaviour used to differentiate counterparties (Cabral 2005, Rogerson 1983, Shapiro 1983b) or constrain opportunism (Bolton, Katok, and Ockenfels 2005), where this characteristic is related to the individual identity of the individual.

What I set out to achieve in this thesis is a rectification of the shortcoming associated with these literatures on identity. For while these literatures examine identity as it relates to economic exchange and social interactions, their limiting factor is that they constrain analysis to just one characteristic of the individual. Sen (2008, 6) goes part of the way to close this gap when he allows for the same individual to be “a Norwegian citizen, of Asian origin, with Bangladeshi ancestry, a Muslim, a socialist”. However, this does not go far enough to allow for a concise economic formulation of identity. For the Norwegian-Asian-Bangladeshi-Muslim Socialist’s identity consists of far more than that they categorise themselves as. In addition, this individual probably has a credit score, a reputation in their community, academic qualifications, a driver licence, and so forth. They might have also been the subject of casual gossip, in doing so being labelled a certain way in the absence of their knowledge. That is, the vector of characteristics that comprise their identity are innate to, prescribed by, and prescribed to, themselves. As shown in Figure 1. above, this thesis takes the institutions branch, while allowing for individuals to be members of a group, while also taking on other and economically important characteristics. My approach of identity as a vector of characteristics acknowledges the social identities individuals adopt, while also considering the individual and differentiating characteristics of economic and political agents.

So, having introduced identity as the vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals, it is worthwhile spending some time further considering where this identity derives its economic value. Here, I will introduce the basic economics of the demand and supply for the identity of the individual.

The demand for identity is a function of the need to recognise, and distinguish between, trading partners. Any sort of exchange in the presence of uncertainty results in profit seeking individuals seeking to mitigate the potential for future loss. Where the endowments, tastes, and motivations of heterogeneous actors are private information, understanding the
distinctiveness of those you interact with increases the predictability of future states. As I make clear in Chapter 3, this demand for identity is commensurate with the value and the complexity of the exchange.

The demand for identity can be characterised as private or public. The private demand for identity sees commercial trading partners purchase increased certainty about the future state of the world by gathering private information related to who they trade with. For instance, a commercial lender will demand information related to a borrower’s willingness and ability to repay a loan. The public demand for identity is not derived from commercial imperatives, but can be considered as a manifestation of the need for the state to have legibility over a population (Scott 1998), in order that they might be embraced (Torpey 2000). Returning to the example of a commercial loan, the regulatory requirements for lending institutions to conduct extensive background checks on their customers, as well as monitor them on an ongoing basis for the duration of the relationship, is an instance of the public demand for identity information. Anti-Money Laundering and Counter-Terrorism Financing (AML/CTF) requirements are a clear example of this. The manifestation of the private and the public demand for identity in economic exchange is examined at length in Chapter 3. Finally, the public demand for identity can be seen in the way states overcome the effects of private information between themselves and their citizens. As I show in Chapter 6, owing to the heterogeneity of endowments, tastes, and motivations possessed by individuals, states demand identity information for the purposes of resource extraction. It follows that as individuals have varying capacities to pay tribute, the state has an incentive to distinguish between those individuals.

The supply of identity is a function of the need to differentiate oneself from potential competitors when seeking out trading partners. Like the demand for identity, the supply of identity can be considered as both private and public. Supplying identity information prior to exchange can be a private ordering solution to uncertainty. This private supply of identity is what I deem as ‘voluntary’. As I describe it in Chapter 4, producing and placing an ‘identity hostage’ at risk plays a similar role to that of a ‘bond’ or a ‘deposit’ (see, Milgrom, North, and Weingast 1990). That is, economic actors “should not expect to have their cake (low price) and eat it too (no hostage)” (Williamson 1983, 538). Identity in this sense has value because individuals expend resources obtaining it to subsequently use it. The private supply of identity is a function of financial, temporal, and other sacrifices such as educational attainment, the cultivation of a reputation, and so forth. Similarly, and as I describe it in Chapter 5, the private supply of identity information might be used to overcome uncertainty as it relates to property ownership and sovereign risk. In this manner, heritable surnames have arisen in part to mitigate the threat of nationalisation in the context of post-1066 England.

In contrast, the public supply of identity can be characterised as the compulsory use of a defined identity technology as a prerequisite to some exchange or interaction. This public supply of identity is what I term ‘involuntary’. As I describe in Chapter 6, rulers have an incentive to deploy identity technologies to distinguish between individuals.5 This has seen states declare the compulsory use of identity technologies such as sauf-conduit, passports,

---

5 In this situation the ruler (government or state) supplies an identity to an individual because it demands the ability to identity unique individuals.
and other administrative means. In the public supply of identity, it is easy to see supply following demand. States have an incentive to distinguish between individuals within their population—demand—therefore they require the use of, and administer, various identity technologies—supply.

The supply of identity can also be thought of as a property right over private information about the individual. As I describe in Chapter 5, the supply of identity has not emerged purely under economic conditions in the manner of Demsetz (1967). If this were so, this supply would emerge via the actions of market participants in the presence of scarcity, and through the internalisation of externalities. The emergence of this supply of identity—what I have analogised to property rights—might emerge from exogenous stimuli including new technologies, markets, and price shocks. Yet this is a naive explanation. Quite simply, in some circumstances ‘rule makers’ (Riker and Sened 1991) give value to identity information when they recognise its legitimacy and enforce contracts struck using such identity information. That is, the—economically and socially useful—supply of identity is a consequence of both economic and political conditions. Property rights associated with the supply of identity have emerged in part owing to utility maximisation by political actors, and a monopoly on violence by those same political actors (Riker and Sened 1991, Sened 1997). In Chapter 5, I describe the initial private supply of identity information used to overcome uncertainty, which is subsequently co-opted by the state to obtain greater information over their populace.

Finally, the supply of identity is constrained by privacy considerations. It is true that much economic and social interaction is contingent on the supply of private (identity) information. However, and as described by Posner (1979), the manufacture of a positive reputation can also be a function of the ‘concealment of personal facts’. That is, there is often an incentive to keep hidden previous actions and instances of exchange (Posner 1981, Acquisti, Taylor, and Wagman 2016). This means that the supply of identity information might be restrained at the individual level, depending on the tastes and preferences of the individual; privacy is ‘subjectively desirable’ (Berg 2018).

1.5 Summary and findings

1.5.1 Chapter 2: Information asymmetry and identity in economics

The purpose of Chapter 2 is to provide background to the economic problem of trading in an environment with heterogeneous actors amid uncertainty. A secondary purpose is to review the significant economic and other social science literatures on identity. The main section of this chapter (Section 2.2) will outline the way private information and identity have been examined in the economics literature. This will include reviews of the literatures on the economics of asymmetric information, ‘identity economics’, the economics of discrimination, the broader politics, philosophy and economics (PPE) discipline, and finally from an institutional perspective. I will then turn to the study of identity within non-economic social sciences (Section 2.3). My review will be broader than just the economic literature, as much of the economics literature takes inspiration from the sociology and psychology disciplines. I find that there is a litany of usages of the term identity across and within many disciplines. It can broadly be lumped into two categorisations, with the first of these related to group membership, and the second as an individual concept. This sees group membership as
prescribing behavioural norms according to that membership, while also allowing for sanctions in the case those norms are breached. Studied as an individual concept, identity is analogous to a label, in that previous actions by that individual might follow that individual over time.

1.5.2 Chapter 3: An identity cost model of exchange

Chapter 3 will be the first of two to examine the role of identity in economic exchange. Here I will develop an identity cost model of economic exchange. This model will incorporate an individual’s identity—the vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. This chapter will begin by developing a model of stylised credit contract to demonstrate the costs associated with identifying, and subsequently verifying, a counterparty to exchange (Section 3.2). Following this, the transaction costs contractual schema, along with its attendant behavioural assumptions will be outlined (Section 3.3). Using the transaction cost framework of uncertainty, frequency of exchange, and asset specificity (Williamson 1979, 1985), I will then validate this model (Section 3.4). Applying this framework to my simple model of a credit contract, I contribute the finding that ‘identity costs’ comprise a distinct and significant subset of transaction costs. Owing to the heterogeneous nature of participants in credit markets, participants have both a commercial and a regulatory imperative to understand the characteristics of those they do business with. I will then outline some ways in which the empirical transaction costs literature (see for instance Wallis and North 1986, Dollery and Leong 1998, Polski 2001) might be applied to the measurement of identity costs (Section 3.5). Finally, I will examine the nature of hierarchical organisations which exist to economise on identity costs (Section 3.6). Another contribution is the finding that credit contracts typically occur within hierarchical organisations, rather than in a decentralised marketplace, to economise on such costs. Overall, this chapter develops a model of economic exchange which sees identity used to obtain private information from counterparties to exchange. The next chapter will examine identity as an institution that constrains the actions of participants to exchange.

1.5.3 Chapter 4: A hostage model of identity

In Chapter 4 I will develop a hostage model of identity. This model is an expanded version of that originally developed by Williamson (1983, 1984). This chapter will be constructed around the premise that uncertainty is endemic in economic life, in part owing the combined behavioural assumptions of bounded rationality (Simon 1957) and opportunism (Williamson 1985). I will begin the chapter by outlining the way hostages are a form of contractual safeguard which mitigate the effects of uncertainty (Section 4.2). A contribution of this chapter is the development of a hostage model of identity, which sees participants to exchange post identity hostages subject to exploitation in the event of any divergence from ex-ante contractual expectations (Section 4.3). The identity hostages I will incorporate into the model are information assets from which one can derive information about past instances of exchange. I find that these identity hostages are exploitable by both execution and revelation, and that these predict as well as explain certain behavioural practices. For instance, certain restricted networks would lose the value of exclusivity absent such a mechanism. Overall, this chapter will demonstrate the mechanism by which identity—the
vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals—constrains the behaviour of individuals.

1.5.4 Chapter 5: An economic theory of surnames

Chapter 5 is the first of two which will examine the role of identity in political exchange. The focus of this chapter will be the origin of heritable surnames, and the role they have played in the protection of property rights. A contribution of this chapter is a model of intergenerational property ownership under sovereign risk (Section 5.2). As part of this model, I will use two literatures, the new institutional economics of history (NIEH) (see North 1971, North, Wallis, and Weingast 2006), as well as the property rights literature (see Demsetz 1964, 1967, Riker and Sened 1991). I will then apply this model to England in the period after the Norman invasion of 1066 (Section 5.3). I contribute the finding that heritable surnames were adopted almost immediately by the followers of William the Conqueror to constrain the actions of the sovereign. These followers acted as institutional entrepreneurs, using this newly introduced technology to maintain intergenerational ownership over land in the face of uncertainty as to the actions of the monarch. Part of this finding is that the institution of heritable surnames was only partially successful, owing to the need for future generations of landholders to apply further political pressure, including via the Magna Carta of 1215. I also find that the property rights literature of Riker and Sened (1991) has more explanatory power compared to that of Demsetz (1964, 1967) in relation to this process. This is owing to the role of political power in the granting of property rights. Finally, I will describe some further ways in which surnames as an identity technology might be further examined from an institutional perspective (Section 5.4). Overall, and in the case of post-1066 England, this chapter contributes the finding that heritable surnames have been used as a mechanism to constrain the actions of a ruler in the maintenance of private property under conditions of behavioural uncertainty.

1.5.5 Chapter 6: The stationary bandit with stationary captives

Chapter 6 is the second, and final, chapter which will look at the role of identity in political exchange. I first contribute a model of stationary bandit with stationary captives (Section 6.2). Consistent with the overarching theme of the thesis, participants in exchange will be assumed to be heterogeneous, with varied endowments, tastes, and motivations. The model developed in this chapter is an expanded version of Olson’s (1993, 1995) stationary bandit model of government. I will incorporate the incentive of the stationary bandit to use identity technologies to increase their extractive capacity over a captive population. This model will be examined in the context of four historical case studies; Ancient Rome (Section 6.3), Mediaeval Europe (Section 6.4), Revolutionary France (Section 6.5), and Revolutionary China (Section 6.6). I contribute the finding that a range of identity technologies have been used to increase the extractive capacity of the state, and that their use is in part a function of the heterogeneity of a captive population. Their use in turn reduces uncertainty to the benefit of the ruler. In addition, their use can be related to the discriminatory provision of public goods. Overall, and in contrast to the previous chapter, Chapter 6 finds that as individual members of a population are varied in their capacity to provide tribute to a ruler, the ruler has an
incentive to use identity technologies to distinguish between their population. Similarly, these same technologies can be used to provide public goods on a discriminatory basis.

1.5.6 Chapter 7: Summary and conclusion

Chapter 7 is the last of the thesis. In the conclusion, I will provide a summary of my contributions (Section 7.2). This will include the broad findings as to the role of identity in economic, and political, exchange. I will then raise some limitations of the thesis (Section 7.3). Finally, I will offer some broad avenues which might provide opportunity for future research (Section 7.4).
Chapter 2. Information asymmetry and identity in economics

2.1 Introduction

The purpose of this chapter is threefold: to provide context for trade under uncertainty, to outline the literatures dealing with the concept of identity, and finally to demonstrate the need for a new economic definition of identity. The first of these sees this chapter provide context for the economic and political problem of trade in an environment where trading partners are heterogeneous, and where the endowments, tastes, and motivations of those endowments and tastes are private information. The second purpose of this chapter it to outline the significant literature which incorporates the concept of identity—however defined—into their analysis. Finally, this chapter demonstrates the need for a clear and concise economic definition of identity. This I have already done, with this thesis contributing a new economic definition of identity as a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. Identity as a concept has a diversity of meanings and usages across many fields, and this chapter aims to provide an accounting of some of these. This task is made difficult, in no small part due to the ambiguity which comes with the use of the term. As early as the 1960s the “terminological situation had gotten completely out of hand” (Gleason 1983, 915). The use of the word has been similarly described as ‘indiscriminate’ (Erikson 1968, 16), while Brubaker and Cooper (2000, 3) claim the overuse of the term has led to a “devaluation of meaning”.

Much of the economics literature examining “identity” sees it as a group concept. That is, identity is characterised by group membership, commonly defined by racial, ethnic, religious, or gender types. This can be seen in the ‘identity economics’ literature (Akerlof and Kranton 2000, 2002, 2005), that related to the economics of discrimination (Becker 1957, Arrow 1972a, 1972b, 1973), the broader politics, philosophy and economics (PPE) discipline (Sen 1977, 1985, 2002, 2005), and finally as related to the economics of institutions (Carr and Landa 1983, Posner 1980). Within these economic sub-fields, identity as characterised by membership in a group can be used to explain behaviours which would appear to be nonsensical if purely monetary motivations were considered. That is, (group) identity can explain much human behaviour which might appear to be irrational if standard models of behaviour were applied. As I have described in section 1.4, this use of a single characteristic to comprise the individual’s identity is limiting to analysis of decision making.

As shall become clear in section 2.3, much of the literature on group membership and identity takes stimulus from broader social science disciplines. Identity is also examined from an individual perspective, which is seen in the literature on reputation, as well as how it has been indirectly studied in the literature on information asymmetry. In this literature, reputation acts as a ‘label’ from which information about past instances of exchange can be derived, thereby overcoming instances of adverse selection and moral hazard. The review of the information asymmetry and reputation literatures also identifies a semantic issue when reviewing that related to identity. For instance, although usually not explicitly described as such, reputation is often seen as an aspect of the identity of an economic agent. Again, and
in contrast to my use of the term, the use of a single characteristic to comprise the individual’s identity is limiting to analysis of decision making.

Despite this ambiguity and variety in these literatures, I will outline the ways in which identity has been used in economics. In addition, I will provide an overview of some of the related literature. Following this, I shall outline some of the literature from which the identity concept in this field is derived. The reason for this should become plain in the remainder of this chapter; preceding this it should serve to emphasise that identity in the economics literature has been greatly influenced by other fields (see, for instance Akerlof and Kranton 2000, Barrett 2013a, Davis 2010). The inter-relatedness of the study of identity in competing fields is often blurred and at times difficult to disentangle. According to Folbre (1994, 16), “this is beginning to sound more like sociology than economics”. Indeed, Folbre’s statement could be readily repurposed, replacing sociology with ethnography, anthropology, or psychology.

The remainder of this chapter proceeds as follows. In the main part of this chapter—section 2.2—I look at the ways private information and identity have been examined in the economics literature, including via the economics of asymmetric information, ‘identity economics’, the economics of discrimination, the broader PPE discipline, and finally from an institutional perspective. In section 2.3, I shall outline some of the literature from non-economic disciplines, in part to examine the source material from which the study of identity in the economics discipline has been inspired. Section 2.4 concludes the chapter.

2.2 Economics

2.2.1 The problem of information asymmetry

This section outlines the problem of information asymmetry. As I make clear throughout this thesis, identity solves an asymmetric information problem under conditions of uncertainty, and where counterparties to exchange can be considered as heterogeneous agents. Assuming heterogeneity of economic and political agents rejects a model in which those agents, as well as that which is traded, is perfectly homogenous (Telser and Higinbotham 1977, see, also Salop and Salop 1976, Williamson 1985). The contrast to this is a model of ‘perfect decentralisation’ where economic choices are made based on prices, tastes, and technologies (Demsetz 1988), and where the identity of buyer, seller, and commodity are treated as being irrelevant (Williamson 1985). As should become clear in this section, and throughout the thesis, a more realistic treatment is that there is inherent uncertainty about not only that which is traded, but also about the ex-ante characteristics, as well as the ex-post actions, of counterparties. As such, the vector of characteristics associated with a unique individual—the identity—are of paramount importance, as is how that identity is discovered and verified.

---

6 The assumption of asymmetry of information is in direct contrast to Walrasian (2013) and Marshallian (2013) models of perfect information. Perfect, or ‘complete’ information sees every agent as possessing knowledge of “his own taste and endowments as well as the tastes and endowments of all other agents” (Mirman, 3). In this respect, de Vroey (2003, 468) critiques what he deems ‘ambiguous accounts’ of any assumption of perfect information throughout the economic literature.
As examined in the economic literature, an asymmetry of information can be said to lead to situations including adverse selection and moral hazard. I examine both in this section. In addition, I outline some of the ways this problem is, and might be, overcome by counterparties to exchange. This problem of information asymmetry is most readily identifiable with George Akerlof in his *Market for “Lemons”* (1970), along with the subsequent work of Michael Spence (see for instance 1973, 1974, 2002) and Joseph Stiglitz (see for instance 1975, Rothschild and Stiglitz 1976, Grossman and Stiglitz 1980, Stiglitz and Weiss 1981). In addition, and at the end of this section, I introduce how the problem of information asymmetry might be examined from a political economy perspective (see for instance Abdukadirov 2010, Acchiardo 2013, Boix and Svolik 2013).

In *The Market for “Lemons”* (1970) Akerlof presents his model of a market with information asymmetry resulting in adverse selection. In this market buyers are unable to distinguish between good and bad quality products. This results in a sort of reversion to the mean, where “prices adjust to average quality rather than true quality” (Kumar and Park 2012, 129). The basic model is a two-period model in which an agent can either buy or sell a product. All traders act as von Neumann-Morgenstern utility maximisers (von Neumann and Morgenstern 1947, see also Baumol 1951, Friedman and Savage 1952), while sellers have private information and buyers only know the average quality of products in that market. Private information is a function of the ‘experience’ (Nelson 1970) of owning a product. Adverse selection occurs as the trader with private information might use that informational asymmetry to trade at circumstances favourable to themselves while unfavourable to the uninformed party.

In such a market buyers, rather than having perfect information over the product sold, only know the probability of that product being of good quality, and by extension the probability that the product is a ‘lemon’ (see also Pauly 1974, Cohen and Siegelman 2010). Understanding the probabilities of, rather than the definite future states of nature sees models of information asymmetry treated as lotteries as it is understood in decision theory (Spence 1973). In this respect, Arrow’s (1970, see also 1963) contemporaneous discussion of the ‘inequality’ of the distribution of information complements Akerlof’s model (1970).

This inequality is ultimately derived from the mismatch between the information available to buyers and sellers, with the seller having a better understanding of the quality of the product than the buyer. As described by Akerlof, a buyer might eventually come into possession of this information, but only after they have owned the product for a period of time (see also Spence 1973). Here, deriving information as to the quality of the product comes from the ‘experience’ of owning it (Nelson 1970, see also Shapiro 1983a, Riordan 1986, Laband 1991, Che 1996). Hence information asymmetry arises. A trader can only meaningfully evaluate the quality of a product once they have owned it (Riley 2001). By extension any potential and future buyer of that product knows less about its quality than the seller at the point of sale. It should be noted that the type of good traded in the Akerlof (1970) model is an ‘experience’ good. This is contrast to that of a ‘credence’ good, whose quality is difficult for non-experts

---

7 This paper was initially rejected by *The American Economic Review* as the journal “did not publish such trivial stuff” (Gans and Sheperd 1994, 171).
to evaluate, even after purchase (see Darby and Karni 1973, Dulleck and Kerschbamer 2006, Emons 1997).\(^8\)

According to Akerlof (1970) the outcome of private information—in the absence of supporting institutions or “devices for eliminating uncertainties in quality” (Stigler 1961, 224 see also Metzger 1983, Hoffer and Pratt 1987, Nicks 1987, Wimmer and Chezum 2003)—is that good quality products might be ‘driven’ out of that market. This is a “modified reappearance” (Akerlof 1970, 489) of Gresham’s Law (Fisher 1894). As buyers cannot tell the difference between a good quality product and a low-quality product, a seller of the former cannot be expected to put that product to market. Quite simply, any buyer faces the risk that the product they purchase will be a ‘lemon’ and hence will demand a discounted price. Sellers of good quality products are subsequently discouraged from participating in such a market. This negatively impacts any potential gains from trade in that market (Levin 2001). Without any form of counterbalancing institutional intervention, the “average quality of the goods and also the size of the market” is diminished (Akerlof 1970, 488 see also Riley 2001).\(^9\) In Chapters 3 and 4, I contribute to the literature two models of economic exchange which can be considered as counterbalancing institutional interventions that overcome this information asymmetry; these are, respectively, the incurring of ‘identity costs’ and the posting of ‘identity hostages’.

Adverse selection arises from ‘hidden information’ (Cohen and Siegelman 2010) which is available to only one side of contractual negotiations. Adverse selection therefore presents itself as an ex-ante contractual phenomena. Owing to the uncertainty—and expectations of this uncertainty—as to the precise nature of the ex-post state of the world (Allen, Berg and Markey-Towler 2019), markets produce outcomes materially different from those with Walrasian or Marshallian perfect information assumptions (see de Vroey 2003). This uncertainty should itself be considered alongside the common behavioural assumptions of bounded rationality (Simon 1957, 1961) and opportunism (Williamson 1975, 1985, 1991, 1996). These behavioural assumptions, typical of transaction cost economics, precedes this uncertainty as to the future state of the world. Information asymmetries between counterparties to exchange can be said to result in transaction costs (see North 1990), meaning that the literatures should be considered as linked (Moe 2005). The concepts of

---

\(^8\) Credence goods were added to Nelson’s (1970) taxonomy of ‘search’ (see also Stigler 1961) and ‘experience’ goods by Darby and Karni (1973).

uncertainty, bounded rationality, and opportunism are incorporated in the economic models developed in chapters 3 and 4.

The market for insurance was cited as being the ‘prime example’ of information asymmetry by Weibull in presenting the 2001 Nobel to Akerlof, Spence and Stiglitz. According to Cohen and Siegelman (2010), the term ‘adverse selection’ originated in the study of this market. In addition, the labour market is well-studied as it relates to adverse selection, with prize winners Spence (see for instance 1973, 1974) and Stiglitz (see for instance Shapiro and Stiglitz 1984) both examining this market in well cited research.

In addition, and aside from the ex-ante contractual effects derived from ‘hidden information’, ex-post ‘hidden actions’—moral hazards—are a further implication of information asymmetry (Cohen and Siegelman 2010). These ‘hidden actions’ are the ex-post contractual implications of private information. In short, moral hazard arises when the purchase of a product results in some reduction in the incentive to avoid, or take actions to minimise, loss by the purchaser. In both circumstances purchasing a product, most commonly insurance, “alter(s) an individual’s motive to prevent loss” (Shavell 1979, 541 cf. Ehrlich and Becker 1972, Pauly 1974). These phenomena are commonly associated with the market for insurance (Winter 2000), as well as the banking industry, as moral hazard sees a party as in some way disassociated with some of the consequences of their risky activities (Stiglitz 2000). Baker (1996) provides a useful overview of the study of moral hazard as it relates to the insurance market, while Dembe and Boden (2000) examine its ethical origins (see also Haynes 1894). This tendency to not avoid, or not minimise, loss in part emerges from a lack of observability of certain actions of one party by the other to a contract (Hölmstrom 1979, Rubinstein and Yaari 1983). This lack of observability owes much to the difficulty and cost associated with observation (see Alchian and Demsetz 1972). As moral hazard arises from behavioural outcomes—such as dishonesty (Haynes 1894) or carelessness (see for instance Spieler 1994)—the “study of man as he is” (Coase 1984, 231) is relevant to any discussion of information asymmetry and moral hazard.


11 Somewhat adding complexity to this sketch, Winter (2000) describes both ex-ante and ex-post moral hazard (see also Einav, Finkelstein and Levin 2010, Spenkuch 2012, Einav and Finkelstein 2018). To illustrate with an example, the former refers to a reduction in the incentive to avoid an accident after purchasing insurance, while the latter refers to an insured individual having a reduction in incentive to mitigate damage once an accident has occurred. This taxonomy should not be confused with my use of the terms to distinguish between adverse selection and moral hazard as they relate to a contractual timeline. In my usage, adverse selection shows its effects ex-ante to any contractual agreement, while moral hazard emerges ex-post. As used by Winter (2000), both ex-ante and ex-post moral hazards occur contractually ex-post according to my usage.

Owing to their relatedness and similarity of intellectual origin, a good deal of the literature has also examined information asymmetry as it relates to both adverse selection and moral hazard. For instance, both are examined in credit markets (see for instance Berndt and Gupta 2009), insurance markets (see for instance Pauly 1974, Chiappori and Salanie 2000 Einav et al. 2013, Prescott and Townsend 1984, Spenkuch 2012), the labour market (see for instance Prescott and Townsend 1984), as well as leasing arrangements (see for instance Johnson and Waldman 2010).

Informational asymmetry is also a key assumption of agency theory, as it relates to the so-called ‘principal-agent problem’. Eisenhardt (1989) provides a useful overview. This problem sees a ‘principal’ contract with an ‘agent’, where the latter is granted decision making authority by the former (Jensen and Meckling 1976). This problem is well illustrated using the architecture of a firm, whose delineation of ownership and management can be used to describe aspects of both adverse selection and moral hazard. Hölstrom (1982) shows how adverse selection arises in the context of a firm where the choices of an agent cannot be precisely determined as the ‘correct’ one owing to information asymmetry. Moral hazard also arises as outputs cannot be directly correlated with the ‘actions’ of an agent. This latter point owes to the impossibility of correlating the actions of any one individual with their marginal productivity (Alchian and Demsetz 1972). The behavioural assumptions mentioned earlier in this section—bounded rationality and opportunism—are applicable here, with this association made as far back as Adam Smith. For when people are placed in charge of other people’s property, “it cannot well be expected, that they should watch over it with the same anxious vigilance” that they would watch over their own (Smith, 1776b, 330).

However, clearly information asymmetry does not eliminate all trade. Neither is a ‘reversion to the mean’ necessarily observable, owing to the preponderance of higher quality goods selling at a higher price than those of lower quality (see for instance Janssen and Roy 2010). There are institutions and mechanisms which serve to counteract the reversion to the mean as described in The Market for “Lemons”.

This point is raised by Akerlof (1970), who discusses counteracting mechanisms including guarantees, brand names, and licencing practices. For instance, brand names serve to uphold contractual performance (Klein and Leffler 1981). These devices transmit—signal—information about past instances of exchange or some other relevant characteristic (Erdem and Swait 1998, Cabral 2000, Bolton, Katok, and

---

13 ‘Institutions’ can be considered as “rules of the game” which both shape and provide certainty over human interaction (North 1990, 3). In this respect they provide common behavioural guidelines used by members of a group (Ostrom 1986, Bates 2014, Crawford and Ostrom 1995), while they can also be delineated into both formal and informal varieties. Later in this chapter I examine the economic literature on institutions in some depth.
Ockenfels 2005), while they also provide a means to punish *ex-post* opportunistic behaviour (Shapiro 1983b, Greif 1989, Milgrom, North, and Weingast 1990, MacLeod 2007). In Chapter 3 I introduce an identity cost model of exchange which illustrates the transmission of information about past instances of exchange or other relevant characteristics. In Chapter 4 I introduce a hostage model of identity which demonstrates a mechanism for the punishment of *ex-post* opportunistic behaviour. I also outline the economic literature on brand names, reputation and other identity devices later in this chapter.

The function of quality ‘signalling’ is addressed by Spence (1973, 1974 see also 2002) who examines the way in which educational qualifications are used to indirectly communicate productivity to employers, thereby counteracting adverse selection. In short, the model Spence employs shows how in conditions of uncertainty, signalling serves to communicate an individual’s ‘type’. Like Akerlof (1970), traders are unable to perceive exacts future states, rather they operate as if in a lottery, observing a “distribution of abilities” (Rasmusen 2006, 267) across a population. In this case, they observe that some proportion of the population are high productivity, while the remainder are low productivity. This information is private in the sense that productivity is a characteristic known only to the bearer. In this original model, an employer is unable to (*ex-ante*) determine the productivity of any individual potential hire. Key to this literature is that with no method of communicating quality, average wages, and hence the quality of the labour pool drops due to high quality individuals selecting out of the labour market (Spence 2002). Yet rather than the labour market operating as a *Market for “Lemons”*, an employment decision is made based on the employer’s “probabilistic assessments over productive capacity given various combinations of *signals* and *indices* [emphasis mine]” (Spence 1973, 357). Signals are costly decisions to undertake education while indices consist of those immutable characteristics including race, gender, and so forth. I incorporate the use of signalling to differentiate oneself in my hostage model of identity in Chapter 4.

In this model workers with a greater productive capacity distinguish themselves from those of lower productivity, owing to the negative correlation Spence (1973) assumes between the cost of education and productivity. That is, the more productive the worker, the less costly is educational attainment and vice versa (Salop and Salop 1976, Kübler, Müller and Normann 2008). This sees an individual commit to undertaking educational actions up until the point where the cost of signalling outweighs the increase in wages. This ‘critical’ assumption (Spence 1973) precludes a scenario in which all workers invest in a uniform level of educational attainment. This circumstance would drown out any ‘signal’ of productive capacity amongst the noise (Silver 2012 see also Matthews and Mirman 1983). Only when this assumption of differing costs of signalling holds, does signalling succeed in mitigating adverse selection. Of course, and according to Grossman and Stiglitz (1980), signals of this nature do not necessarily reveal all useful information to the uninformed.

---

14 These immutable characteristics—which Spence (1973) terms *indices*—should also be considered in the context of the literature on taste-based (Becker 1957) and statistical (Phelps 1972a, 1972b, Arrow 1972a, 1972b, 1973) discrimination. I discuss this literature in in some detail later in this chapter.
Signalling—Stiglitz and Weiss (1990) first distinguished ‘signalling’ from ‘screening’,\(^{15}\) about which I will have more to say later in this section, while Riley (2001) provides a good background to these literatures—is an example of the informed party acting prior to the uninformed (Mailath 1987, Posey and Yavas 2007). It is common in some of the signalling literature for the informed party to be termed the *sender*, and the uninformed party the *receiver* (Rasmusen 2006, Connelly et al. 2011). Here it also useful to recognise Nelson’s (1970) taxonomy of ‘search qualities’ versus ‘experience qualities’ where the former occurs *ex-ante*, and the latter *ex-post* (see also Darby and Karni 1973). Implicit in this distinction is that at least some of the characteristics of a search good can be understood prior to purchase. This can be illustrated in the labour market, and relates to the premise by which information about a worker’s productivity is disseminated to the world at large.\(^ {16}\) A signalling model can be distinguished from a human capital theory of the labour market (Weiss 1995). Human capital theory allows for education which ‘enhances productivity’ (see for instance Becker 1962, Schultz 1963), while a pure instance of the signalling model sees educational attainment as merely ‘reflective’ of the productivity of those who bear it (Chevalier et al. 2004).\(^ {17}\)

Signalling is an instance of the informed acting prior to the uninformed (Mailath 1987, Stiglitz 2000, Posey and Yavas 2007). In contrast ‘screening’ sees the uninformed take the first step

---

\(^{15}\) As Rasmusen (2006) notes, these terms are often, and according to him incorrectly, used interchangeably by economists. For instance Milde and Riley (1988, 103) discuss how, from a menu of loans of varying sizes, “applicants with higher quality projects can *signal* by accepting smaller loans” [emphasis mine]. As shall be shown later in this section, I assert that this is a case of ‘screening’ rather than ‘signalling’ as the uninformed—lenders offering a menu of varying contracts—move prior to the informed—the borrower. Similarly, Stiglitz (1975) uses the term ‘screening’ as it relates to costly educational endowments where I maintain that ‘signalling’ would now be understood as the correct term (cf. Rosser 2003).

\(^{16}\) Worth mentioning briefly is that the literature on matching theory implicitly includes an understanding of the importance of individual identity in forming relationships. There is inherent uncertainty when forming any type of partnership, and this uncertainty must be overcome to the satisfaction of both parties before these partnerships are formed (Burdett and Coles 1999). For instance, much of the matching theory literature discusses the ‘friction’ inherent in the labour market that must be overcome before a successful hire (Pissarides 2000). Key to this literature is that both parties are evaluating the characteristics of the other. That is, the identity of each party must match the requirements of the counterparty prior to relationship formation. This literature also includes examination of creditor and debtor relationships (den Haan et al. 2003), school choice (Abdulkadiroglu and Sonmez 2003, Abdulkadiroglu et al. 2005, Kapor et al. 2018), tenant-landlord relationships (Abdulkadiroglu and Sonmez 1999), as well as the matching of organ donors with recipients (Ashlagi and Roth 2021).

in an environment with asymmetries of information. This is illustrated by Rothschild and Stiglitz (1976, 632), who examine how the uninformed, in this case an insurance company, might ascertain useful information from their customers. Here the customers are informed about their own “accident probabilities”, while they are ex-ante ignorant. To arrive at conclusions as to these probabilities, an insurance company uses ‘self-selection’, consisting of “a pricing scheme that causes the applicant to reveal truthful information about himself by his market behaviour” (Salop and Salop 1976, 620). Another common example is in credit markets, where a ‘menu’ of loan types can be offered to potential borrowers. This mitigates the negative effects of private information—risk type—known only to the borrower. These loans might vary in, for instance, collateral requirements (see for instance Bester 1985, Manova, Mattesini 1990, Padilla and Pagano 2001), loan term (see for instance Flannery 1986, Hertzberg, Liberman and Paravisini 2018), as well as performance based covenants (see for instance Levine and Hughes 2005, Wang 2017).

To illustrate a simple model of screening, consider an insurance market in which buyers of insurance know their ‘accident probability’, while insurers do not. There are high risk and low risk individuals, and this information is ex-ante private, although insurers do know the distribution of these risks across the population. Aside from differences in accident probabilities, there are no other differences across a population (see also Stiglitz 1975, Netzer and Schueur 2010). It is also assumed that high risk individuals will demand more insurance, and low risk individuals less. Individuals can only purchase one insurance contract, buyers of insurance are risk-averse, while insurers are risk-neutral. As in the Akerlof (1970) model, traders are von Neumann-Morgenstern utility maximisers. With no mitigating mechanism, this would place insurers in the unenviable state of offering ‘pooling contracts’—insurance contracts with the same premium and excess for all customers—which under the Rothschild and Stiglitz (1976) assumptions is an impossibility if insurers are profit seeking (see also Rasmusen 2006).

This impossibility is derived from the scenario in which the single ‘pool’ price is too high for low-risk individuals, owing to their high-risk counterparts exacting an externality on the former through adverse selection (cf. Newhouse 1996, Allard, Cresta and Rochet, 1997). Such a market will ‘collapse’ in cases where the proportion of high risk individuals crosses a maximum level (Riley 2001). However, Rothschild and Stiglitz (1976, 643) demonstrate that insurers might derive private information from customers by offering a “menu of policies”. They show that by offering multiple insurance contracts, one high cost (and high coverage) and the other low cost (and low coverage), a ‘screening equilibrium’ is reached. In short, this sees the ‘menu’ of insurance products as appealing to an individual based on their self-understood risk profile. A higher level of coverage is sold at a higher price, while according to the model’s assumptions only the low coverage is attractive to low risk individuals (Riley 2001). To be sure, the assumption that even individuals are conscious of their own accident

---

18 Weiss (1995, 134) uses the term ‘sorting’ as a catch-all categorisation of signaling and screening. In this usage sorting serves to “sort workers according to their unobserved abilities.”

Aside from the broad mechanisms of signalling and screening as outlined above, several other mechanisms have been suggested as mitigating problems of information asymmetry. These include; exposing an insured individual to behavioural observations (Shavell 1979); repeated dealings between counterparties to exchange (Rubinstein and Yaari 1983); ‘joint long-term care’ insurance contracts which cover multiple members of the same family (Zweifel 2020); social connections which have the effect of reducing the preponderance for opportunism and other contractual malfeasance (Jackson and Schneider 2011, Gil and Hartmann 2011); buyout agreements (Demski and Sappington 1991); as well as the use of futures contracts to constrain moral hazard in a team environment (Song 2012).

In addition, and as described by Stiglitz (2002, 29), “the analysis of information asymmetries has shed new light on the relationship between those governing and those governed”. As discussed above, several solutions are available which might act to reduce information asymmetries between two parties. These solutions might be considered as instances of entrepreneurial discovery in the market. However entrepreneurial activities should not be assumed to be limited to the economic sphere (see for instance Libecap 1978). It should also not be assumed that these activities will be entirely devoted to ‘productive’ activities (Baumol 1996 see also Sened 1997, Barzel 2002, 2003, North, Wallis, and Weingast 2009, Acemoglu and Robinson 2012). That is, considering the models of markets with information asymmetry as described above, the assumption of homogeneity of endowments, tastes and subjective preferences amongst individuals is as difficult to justify in the economic sphere (see for instance Telser and Higinbothom 1977, Demsetz 1988, Williamson 1985) as it is in the political (Wintrobe 2009, Acchiardo 2013, 2019). State actors are subject to the effects of private information. Owing to this they might subsequently seek to gain ‘legibility’ (Scott 1998 see also Torpey 2000) over their citizenry via various institutional means.

There is some literature on how rulers discover private information held by their citizenry, thereby mitigating the political problems of information asymmetry. For instance, legislatures are a democratic fig-leaf used by dictators as part of the ‘logic of political survival’ (de Mesquita et al. 2003). Dictators use institutions like legislatures to measure “conditions in his country and the effectiveness of particular policies” (Acchiardo 2013, 31 see also Congleton 2001, Boix and Svolik 2013). Similarly, non-democratic rulers can also use ‘business and professional associations’, protests (Acchiardo 2013, 2019), a free media (Egorov, Guriev and Sonin 2009), and even elections (see Abdukadirov 2010) to derive private information from their populace. In Chapter 6, I demonstrate the use of identity technologies by the state in the discovery of private information held by citizens.

This information asymmetry is not just limited to that between ruler and ruled. For instance, Boix and Svolink (2013) examine how institutions are used to reduce the effects of private
information between a dictator and their ‘selectorate’ (de Mesquita et al. 2003, see also Svolik 2012). This should be considered in the context of the ‘dictator’s dilemma’ (Wintrobe 1990, 1998). Take a dictator who might use repression and fear to control their ruling coalition or their general populace. This fear leads to a greater level of information asymmetry between the ruler and the ruled, as the latter are less likely to reveal their feelings to the former owing to a fear of reprisal. The subsequent increase in private information held by citizens and other members of a ruling coalition also leads to apprehension on behalf of the dictator as they are fearful of the existence and creation of plans for revolution, assassination and so forth (see also Friedrich and Brzezinski 1965). In Chapter 5, I demonstrate the use of heritable surnames—a form of identity technology—by the property owning elite to mitigate the threat of nationalisation by the English monarch after the Norman invasion.

Problems of information asymmetry in the market—adverse selection and moral hazard—can be similarly analogised to the public sphere. Keech, Munger and Simon (2012) recognise that markets as well as governments face problems of adverse selection and information. Adverse selection might be considered from a public choice perspective, where government is comprised of individuals pursuing their own disparate goals according to their own subjective preferences. For instance, government employees might engage in rent-seeking (see Tollison 2004), while employment in government departments might suffer from self-selection as they attract individuals “who share a deep desire to expand the size and scope of their agency’s activities” (Keech, Munger and Simon 2012, 7). Similarly, individuals might self-select into government work owing to their propensity for corruption (Rose-Ackerman 2004, Banerjee, Baul and Rosenblat 2015).

This problem of adverse selection might be further exacerbated by private information held by government employees. For instance, moral hazard might exist in this case as these public servants “have an incentive to use their private information to maximize their private reward rather than social return” (Courty and Marschke 1997, 386). Moral hazard similarly exists where rulers do not bear the full costs of their actions, leaving the ruled to bear some or all the costs of some action. For instance, Cox (2011) shows how rulers finance warfare through taxation and loans which are subsequently paid back in the event of victory. However, in the event of defeat, rulers default on these loans with little option for recourse by their creditors. In some circumstances rulers become so far removed from the consequences of their risk taking that they see only the positive consequences of victory, with the downside risk borne only by their citizenry, at least in Western Europe prior to the French Revolution. According to Hoffman (2012) this instance of political moral hazard created the institutional arrangements which led to the rise in the technological superiority of European weaponry and warfare, along with their conquest of vast overseas colonies.

Finally, and as alluded to earlier in this section, both formal and informal non-market institutions might be considered in the context of information asymmetry. As mentioned earlier, the transaction cost literature of Ronald Coase (1937), Oliver Williamson (1985), and Douglass North (1990) should not be considered as existing in isolation from the literature related to informational asymmetry (Moe 2005 see also North 1990). Mechanisms including signalling and screening provide for “collectively recognised...behavioural beliefs” (Meijerink 2011, 21) which counteract the effect of ‘hidden information’ and ‘hidden action’ (Cohen and Siegelman 2010). Other institutions can also be examined as being mitigative against
information asymmetry and its attendant behavioural effects. For instance, social identities—kinship, ethnic groups, and so forth—provide a degree of certainty over human interaction (Ostrom 1986, North 1990). These institutions serve as transaction cost economising devices, providing behavioural prescriptions (Ostrom 1986) which limit the choice set of participants (Bates 2014, Crawford and Ostrom 1995). These institutions can also serve to provide sanctions if these behavioural prescriptions are breached (see, for instance Akerlof 1980, Bernheim 1994, Dellarocas 2006). These and other institutions are examined at length in section 2.2.5, while Chapter 3 provides an overview of transaction cost economics.

2.2.2 Group membership and ‘Identity Economics’

The contributions of George Akerlof and Rachel Kranton have been described as significant, in that they are the first to explicitly model identity in a utility function (see, for instance Aguiar et al. 2010, Armey and Melese 2018, Davis 2007, 2010, Teschl and Derobert 2008). As developed in sections 2.2.3 and 2.2.5, I suggest that any such claims are overstated, in that they ignore many earlier contributions. The literature on asymmetric information should be considered a being pre-emptive, as this literature examines the uncertainty inherent in dealings with heterogeneous agents and commodities. Other early contributions include Becker (1957), Arrow (1972b, 1973), McCall (1972) and Spence (1973), and their work on the economics of discrimination. A similar point on the economics of discrimination is made by Davis (2010), although he does not cite these earlier contributions. In addition, Landa (1981), Carr and Landa (1983), and Cooter and Landa (1984) preceded Akerlof and Kranton with their work on identity, and how it relates to institutions and trust. This point is made by Gordon Tullock in his commentary on Trust, Ethnicity and Identity: Beyond the New Institutional Economics of Ethnic Trading Networks, Contract Law, and Gift-Exchange (Landa 1994 [dust jacket]).

According to Akerlof and Kranton (2000), their inclusion of identity—a person’s sense of self—into standard utility theory provides a more complete explanation for the choices made by individuals than that which can be determined only by their tastes for goods and services. In their words, “Identity can account for many phenomena that current economics cannot well explain” (Akerlof and Kranton 2000, 715). Here, ‘current economics’ refers to the “standard model of utility maximisation” (Akerlof and Kranton 2000, 727)—later described as a “classic economic model” (Akerlof and Kranton 2002, 1167), or a “standard neoclassical view” (Akerlof and Kranton 2005, 12).

Beginning with Economics and Identity (2000), the motivation Akerlof and Kranton give in providing an alternative to ‘current economics’, is that the resulting analysis using such models fails to explain behaviour which appears nonsensical based solely on pecuniary factors. For instance, what motivates an individual to engage in drug and gang activity, or become pregnant at an early age (Akerlof and Kranton 2000, 737)? What motivates a student to ‘act out’ in a school context (Akerlof and Kranton 2002)? What explains the commitment individuals have towards the military, even though the monetary rewards for service can be significantly lower than those in the civilian workforce (Akerlof and Kranton 2005)? According to Akerlof and Kranton these questions cannot be sufficiently addressed by standard utility theory. With a standard utility function, they explain, the utility derived from undertaking an activity is dependent purely on taste. Utility is greater when the activity undertaken matches
an individual’s preferences. However according to the identity economics literature, much observed decision making cannot be explained by standard utility theory.

Akerlof and Kranton contend that in addition to the satisfaction gained by an action, or the avoidance of an action, one’s identity—their sense of self—should be incorporated into an expanded utility function to better account for decisions made. This expanded function consists of both an individual’s preferences, along with prescriptive behaviours which are dependent on the social categorisation that individual occupies (Akerlof and Kranton 2000, 2002, 2005, 2010). It is this “idea of ‘identifying with’ others” that gives the perception of identity, in this sub-field of economics, its social properties (Davis 2007, 350). (That the same behaviour can be both ‘good’ or ‘bad’, depending on the context of the group, is incorporated into the hostage model of identity in Chapter 4.) In general, this social categorisation component of the expanded utility function depends on; 1) the association of an individual with a social category, for instance defined by gender, race, religion and so forth; 2) the behavioural prescriptions associated with that category; and 3) the payoff associated with conforming to those prescriptions.  As I have already raised in Section 1.4 of this thesis, I suggest that this limited conception of identity—a single characteristic—is insufficient. According to my definition of identity, individuals are made up of more than just membership in social categorisations.

To illustrate their ‘sense of self’, Akerlof and Kranton (2000) introduce a scenario where two social categories exist, ‘green’ and ‘red’. Individuals who identity as ‘green’ or ‘red’ are designated ‘behavioural prescriptions’ of the activity they should undertake according to their social categorisation. ‘Green’ (‘red’) individuals should choose activity one (two). If they choose the wrong activity, they suffer a loss of utility. Likewise, if a ‘green’ (‘red’) individual undertakes activity two (one), other ‘green’ (‘red’) individuals similarly suffer a loss of utility. This illustrates the existence of externalities (Akerlof and Kranton 2010). While identity can affect one’s utility as derived from some action, the costs or benefits of that action are also socialised. Actions taken by a member of some social category, and its consonance or dissonance with whichever norms are characteristic, can also impact on the utility of the members of the wider group (Charness, Rigotti, and Rustichini 2007, Fine 2008, Gely 2007). A more concrete example is the loss of identity felt by other men when a man is seen wearing a dress; as a dress is “a symbol of femininity ... this may threaten the identity of other men” (Akerlof and Kranton 2000, 717).

Akerlof and Kranton (2002) also emphasise the importance of identity, one’s sense of self as derived from group membership, in aligning individual incentives with organisational goals (see, also Akerlof and Kranton 2005). According to this extension of their theory into education policy, effective schooling occurs when the norms associated with a school are correlated with good learning practices. If the school community of students, parents and teachers identify with that institution and its behavioural norms, learning occurs. The (expanded) utility of a student therefore depends on a pecuniary incentive, along with identity derived gains or losses. The pecuniary benefit is a “function of income and effort”.

---

20 The utility function is $U_j = U_j(a_j, a_{-j}, I_j)$. Utility therefore depends on the actions of the individual, $a_j$ and others, $a_{-j}$, along with the sense of self of the individual, $I_j$. In turn depends on the payoffs associated with conforming to the behavioural prescriptions associated with the individual’s social categorisation.
including leisure time and employment income foregone while engaged in education (Akerlof and Kranton 2002, 1172). The identity derived benefit is a function of the behavioural prescriptions of the group that student associates with. For instance, the behavioural prescriptions of a ‘burnout’ are to avoid doing schoolwork, even as the economic returns associated with study might be high. This explains the lack of effort associated with ‘burnouts’; the gain in pecuniary benefits associated with increased effort at school is offset by the anxiety associated with the loss in identity (see, also Akerlof and Kranton 2010).

Furthermore, while categorisation into social categories determines the norms an individual should abide by, the social categories one associates with are themselves not immutable (Naseer and Heine 2017). Akerlof and Kranton (2005) describe how hierarchical institutions, particularly the military, can impose management policies designed to create group identification to achieve overall organisational goals. ‘Breaking them down’ and building them up, through exercise and rituals, stamps this new identity onto new recruits in the armed forces. These rituals include the “short haircuts, boot camp … [and] uniforms” of military recruitment and training (Akerlof and Kranton 2005, 17). This case is used to describe how identity economics explains the relatively low monetary compensation associated with the military (see, also Goette, Huffman, and Meier 2006). Identity with a wider group, like the military, acts as a substitute for pecuniary incentives. More broadly in an organisational context, membership in a group can be useful for the monitoring of free-riding (Olson 1965), and the deterrence of such behaviours (Eckel and Grossman 2005). In this respect, the utility function of an individual, taste held constant, is derived from their actions abiding by the norms determined by the individual’s social categorisation. Acting in accordance with the norms of one’s social categorisation increases one’s utility, while acting out of step with those norms reduces it.21

2.2.3 Group membership and ‘The Economics of Discrimination’

The paper on ‘identity economics’ by George Akerlof and Rachel Kranton (2000) has been credited by some with first explicitly incorporating the concept of identity into utility theory, and therefore formal economic modelling (see, for instance Teschl and Derobert 2008). Yet this was not the first-time identity as a concept was used in the economics literature. In The Economics of Discrimination, Gary Becker (1957) sets out the first systematic and economic examination of discrimination in the marketplace.22 And while Becker does not use the  

21 The concept of identity in economics, as examined first by Akerlof and Kranton, has been further expanded by other economists to offer explanations of an individual’s behaviour being reflective of the interests of their perceived social categorisations (Davis 2014). Using this idea of group membership—social identity—as playing a role in making economic decisions, explanations as to the existence of externalities have been offered, such as altruism towards one’s own racial group, and antagonism towards those outside that group (Darity, Mason, and Stewart 2006). Identity economics, and its associated utility function has been used for modelling and analysis in areas including; racial norms and investment behaviour (Benjamin, Choi, and Strickland 2010); public sector activity (Armey and Melese 2018, Naseer and Heine 2017); income distribution (Arestis, Charles, and Fontana 2014, Shayo 2009); norms and their enforcement in the military (Goette, Huffman, and Meier 2006); political agency (Mueller 2016); as well as female genital mutilation (Coyne and Coyne 2014). Davis (2007) and Fine (2008) provide complementary critiques to the general approach of ‘identity economics’.

22 Interestingly, and according to the introduction to the second edition (Becker 1971, 1), the publication of the first volume “met with strong opposition” as it was published in the book series ‘Economic Research Studies’. Again from the introduction, Becker recounts how “readers asserted that economics is not relevant in analyzing
The terminology of identity, or ‘social identity’, he does address these concepts implicitly. *The Economics of Discrimination* develops a utility function including a ‘taste for discrimination’. This causes an individual to “act as if he were willing to pay something, either directly or in the form of a reduced income, to be associated with some persons instead of others” (Becker 1957, 14 emphasis in original). This model of taste-based discrimination was used to explain why different groups have been traditionally discriminated against, including women and minority ethnic groups. Crucially, economic outcomes differ for groups who share some social identity, whether defined by race, gender, ethnicity, or some other collective characteristic. It is important to highlight that Becker (1957) explicitly cites the sociological concept of ‘social distance’ as stimulus for this work. Social distance in general refers to the propensity for different groups to interact, as well as their comfort in doing so (see Bogardus 1933, Park 1924, Akerlof 1997, Wark and Galliher 2007).

According to this theory, those who discriminate against minority groups based on ‘social identity’, or group membership, are willing to pay a premium, or accept lower income, to avoid commercial exchange with those who are from some socially defined group (Becker 1957, see, also Akerlof and Kranton 2010, Guryan and Charles 2013). In the form that the model was originally developed, discrimination can be derived from both ‘prejudice’ and ‘ignorance’. Prejudice refers to a preference for, or against, a particular group (see, for instance Lang and Lehmann 2012), while ignorance involves a lack of awareness “of their true efficiency. His behaviour is discriminatory not be because he is prejudiced against them but because he is ignorant” (Becker 1957, 16). Becker himself advanced this model of taste-based discrimination to study gender based discrimination, workplace discrimination, as well as broader instances of discrimination against ethnic minorities (Becker 1957, 1996).²³

In contrast to the—animus derived—taste-based discrimination as originally proposed by Becker (1957), other scholars have looked at discrimination against certain groups due to information problems and costs.²⁴ A model of ‘statistical discrimination’ was developed

---


²⁴ As mentioned earlier, Becker (1957, 16) does in fact incorporate ‘ignorance’ into his model of discrimination, where ignorance results in discriminatory behavior not because “he is prejudiced against them but because he is ignorant”. If ‘ignorance’ is taken to be synonymous with imperfect information about a counterparty to exchange, then much of the later literature which starkly delineates between taste-based, and statistical, discrimination seems to have overlooked these earlier contributions by Becker. Indeed, most subsequent
independently (see Phelps 1972b) by Kenneth Arrow (1972a, 1972b, 1973) and Edmund Phelps (1972a, 1972b). This alternative model was partly developed in critique of Becker’s. Arrow (1972b) criticised the taste-based model, in that it predicted competitive pressure, in labour and other markets, that would reduce the propensity for prejudicial behaviours. Similarly, criticism for the taste-based model originated from the implicit assumption that preferences should be taken as given; this point was conceded by Becker himself who, along with George Stigler, surveyed several “phenomena widely believed to be inconsistent with the stability of tastes” (Stigler and Becker 1977, 89). Aside from the more widely acknowledged work of Arrow and Phelps, around the same time George Akerlof (1970, 494) discussed ‘race’ as serving as a proxy for ‘job capability’, Michael Spence (1973, 1974) discussed ‘information based discrimination’, while John McCall (1972) looked at uncertainty of employee ability as a source of discrimination.

In general, the statistical model of discrimination sees certain markets as operating imperfectly, due to a lack of available information, along with a cost to collect information. For instance, the labour market might operate imperfectly “due to scarcity of information about the characteristics of workers and jobs” (Phelps 1972b, 659). The existence of this private information should be considered in light of the literature on information asymmetry examined earlier in this chapter. This model of statistical discrimination supposes that individuals who discriminate against groups based on some shared characteristic do not do so out of distaste, or animus, towards those groups. Rather, they discriminate because they are using that gender, ethnic or religious categorisation—a social identity—as a proxy for some unobservable characteristic (Arrow 1998, see also Akerlof 1976). According to an example given by Arrow (1998, 659), a profit maximising employer “will discriminate against blacks or women if he believes them to be less qualified, reliable, long-term etc. on the average than whites and men”. Where the costs of gathering relevant information about a job applicant are significant, social identity acts as a proxy for certain characteristics which influence the hiring decision. 


26 Considering these competing models, some more recent studies have incorporated both taste-based, and statistical, models, to distinguish between sources of discrimination. These include in; the labour market (Bertrand and Mullainathan 2004, Baert and De Pauw 2014, Kaas and Manger 2012, Lang and Lehmann 2012, Neumark, Bank, and Van Nort 1996); the housing market (Dymski 2006); the credit market (Dymski 1995, 2006, Han 2004, Ferguson and Peters 1997, Martin and Hill 2000); the collectibles market (List 2004); car markets (Ayres 1995, Ayres and Siegelman 1995, Zussman 2013); online marketplaces (Doleac and Stein 2013); in gameshows (Levitt 2004); and in wider consumer markets (Yinger 1998). Finally, and while not explicitly
The taste-based, and statistical, models have become the two most accepted economic formulations of discrimination (Akerlof and Kranton 2010, Guryan and Charles 2013). In general, they seek to advance an understanding of the sources of discrimination against individuals, based on their membership in a group. This term can be considered as synonymous with an individual’s social identity. Again, the notion that the identity of an individual is made up of a single characteristic is what my new definition of identity seeks to overcome (Section 1.4). It is important also to note that in this literature the process of categorising individuals into a social identity is often external to the individual being categorised. For instance, while examining racial discrimination in the labour market, Bertrand and Mullainathan (2004) manipulated perceived social identities on resumes distributed to employers. This was done by listing either “African-American-or-White-sounding names” (Bertrand and Mullainathan 2004, 991). This had the effect of the potential employer categorising individuals into an ethnic group without having any direct contact with those fictitious job applicants. Those with names like ‘Lakisha Washington’ and ‘Jamal Jones’ were assumed by employers as being African-American, while those with names like ‘Emily Walsh’ and ‘Greg Baker’ were assumed to be White. These assumptions may or may not have had some relation to the actual ethnicities of those (fictitious) applicants. It should also be noted that classifications of individuals into groups is, in the case of race, often defined broadly as simply ‘black’, ‘Hispanic’, or ‘white’ (see, for instance Ayres and Siegelman 1995, Guryan and Charles 2013, Yinger 1998). In instances when social identities are self-categorisations (prescribed by), individuals might be asked to choose from a list of ethnicities that “best describes your race” (Johnson Jr, Bienenstock, and Stoloff 1995, 14). In this just given example, the choices given to participants were ‘White’, ‘Black/African American’, ‘Asian American’, ‘American Indian’, and ‘Other’. Indeed, any categorisation into a racial social identity, especially if externally assigned, will involve some level of arbitrariness. As Yinger (1998, 24) describes it, “human history involves so much migration and blending of people with different birthplaces that genetic distinction across groups of people disappear over time”. It is thought that 90 per cent of Americans who have African ancestry also have European ancestry, while 25 per cent of those Americans who appear to be Caucasian, have African or Native American ancestry (Simpson and Yinger 1985). This raises obvious issues of subjectivity in categorising individuals into social identities as defined by race, gender, religion and so forth, as well as legal categorisations of indigeneity (Chesterman and Galligan 1997) and ‘national’ identities (Anderson 2006). Accordingly, instances of discrimination based on animus (Becker 1957), or imperfect information (Arrow 1972b, Phelps 1972b), will at least in part be based on a subjective judgement as to an individual’s racial, gender or religious social identity.

acknowledging the taste based or statistical discrimination literature, Hupkau and Maniquet (2018, 14) relate the efficiency of welfare provision to both the preferences of service providers, and the ability for recipients to signal their “pre-dispositions, motivations or character traits”. In this model, costs are incurred, which consist of frictions that prevent otherwise eligible recipients from receiving welfare, due to the tastes of service providers for ‘types’ of recipients, as well as the information costs associated with determining an individual’s true ‘type’. Charles and Guryan (2011) and Guryan and Charles (2013) provide a methodological critique of some of these efforts to distinguish between sources of discrimination.
2.2.4 Philosophy, politics and economics (PPE)

Identity has been further studied as part of the broader, and inter-related, cross disciplinary area of philosophy, politics and economics (PPE) for the past four decades or so (Qizilbash 2009). In this field, Amartya Sen was one of the earliest responsible for introducing identity as an explanatory variable in understanding human action. A large and growing body of work from Sen has emphasised the role of ‘social identity’, in that membership in a group motivates human behaviour (see, for instance Sen 1977, 1985, 2002, 2005). These social identities are not necessarily singular to the individual to which they apply. As Sen (2008) describes it, individuals occupy membership in many groups concurrently. The same individual might be “a Norwegian citizen, of Asian origin, with Bangladeshi ancestry, a Muslim, a socialist”, along with a myriad of other social identities (Sen 2008, 6). Crucially, and in contrast to social identity as used in the economics of discrimination literature previously discussed, membership in a group is often assigned by self-categorisation (prescribed by). In this way, the social identities of an individual are at least partly reliant on how “the person sees himself or herself” (Sen 1985, 348, see, also Teschl and Derobert 2008).

Due to the number of contributions which Amartya Sen has made to the literature on identity, it is worth highlighting some of the different ways in which he examines the concept. Appiah (2009) and Qizilbash (2009, 2014) provide useful overviews of Sen’s work. Beginning with *Rational Fools* (1977), Sen set out to use the concepts of ‘strategy’ and ‘commitment’ to provide an alternative to mainstream models of self-interested behaviour. Here ‘strategy’ refers to the “concern for others [which] directly affects one’s own welfare” (Sen 1977, 326), while ‘commitment’ refers to taking some action, “breaking the tight link between individual welfare...and the choice of action ... to help remove misery even though one personally does not suffer from it” (Sen 1997, 7-8). Sen (1977) gives the example of becoming aware of the torture of another. Sympathy will result in being uncomfortable in the knowledge of the suffering of the other individual. In contrast commitment relates to being prepared to do something about it. It is from this conceptualisation of commitment behaviours that Sen develops ideas of social identity, or identifying with others, in contrast to what he terms individualistic self-maximising actions (Sen 1977, 1985, 2005, see, also Davis 2006, Qizilbash 2009, cf. Hausman 2005, Pettit 2005).

In more recent works, Sen also distinguishes between what he terms the ‘reductionist’ concept of a singular (social) identity (Sen 2006, 2008), with the choices individuals make in their dynamic social affiliations. In the former lies the danger of the division of “humankind along a single axis...groups as friends of foes” (Parekh 2009, 276). These singular social identities can, according to Sen (2006, 2008), be encouraged and exploited to create violence and divisions; strictly delineated and oppositional groupings are the catalyst of the ‘clash of civilizations’ (Huntington 1993, 1996), such as those between the Hindu and Islamic worlds, and between the Western and Islamic worlds. The latter conception of social identity is dynamic, in that individuals make context dependent choices, accounting for “the problem at hand...influenced by her own values as well as social pressures” (Sen 2008, 7). In distinguishing between these two conceptions of social identity, Sen argues that inter-group violence can be tempered by the emphasis on choice by the individual to self-identify in a manner that considers the “immense richness of the multiple identities that human beings have, given their diversity of affiliations, attachments and affinities” (Sen 2008, 6, cf. Appiah
2008). This multiplicity of characteristics is more closely aligned with my new definition of identity, where individuals are defined as a vector of characteristics, rather than just membership in some social group (Section 1.4). Sen also adds a third conception of identity to his work. These are the social identities which are assigned by others (prescribed to). To illustrate, he cites Jean-Paul Sartre’s Portrait of the Anti-Semite: “whom other men look upon as a Jew...it is the anti-Semite who makes the Jew” (as cited in Sen 2006, 7).

Much of Sen’s work concerning identity—as derived from ‘commitment’ (see Sen 1977)—has focused on attributing certain behaviours to group membership, as well as disassociating rationality and self-interest (cf. Hausman 2005, Pettit 2005). This and related scholarship emphasises the motivations behind actions taken, which to an observer might seem to be detrimental to the individual in question, or at least irrational. (Irrational actions or choices should in this context be considered as those which do not correspond with an expectation of self-interest maximization (see, for instance Sen 2005, cf. Hindmoor and Taylor 2015)). In this way, social identity can have the effect of enlarging individual choice sets and goals. Social identity therefore makes “members of a community accept certain rules of conduct as part of obligatory behaviour toward others in the community” through their group membership (Sen 2002, 216). A secondary literature has grown out of Sen’s work. In general, it incorporates the assumption that individuals make choices not purely out of self-interest, but as individuals who have affiliations with others via some social identity (see, for instance Glover 2008, Kirman and Teschl 2006, Davis 2006).

Following the work of Sen, contributors to PPE have addressed the seemingly paradoxical way in which individuals choose to make decisions when their impacts might be detrimental to themselves; these paradoxes have, in this literature, been explained by these so-called ‘social identities’ which are analogous to group membership. Sen (1985) examined the way in which the pursuit of ‘individual’ ends might be thwarted in some way. This might be by the competing ends striving for by others who share the same group identity. That is, membership in a group, however defined, affects an individual’s perception of their own utility, goals, and perceived ‘behavioural obligations’ (see also, Sen 1984). Crucially, this scholarship argues that human action cannot simply be determined by the motivations of a self-interested actor; membership in a group itself provides additional and often competing motivations.27

The PPE, and wider economics literature cited in this section all have a broader commonality in how they address the concept of social-identity. In general, this literature will define the term as membership in a group, and an “individual’s identification with others” (Davis 2006, 372). Stated another way, these social identities might be derived from the way a person is

27 Other contributors have taken a similar approach, in that a social identity can provide motivations which appear to be detrimental to a self-interested agent. Folbre (1994) examines ‘gender identity’ and collective action as a way in which inequality in domestic duties might be exacerbated. Also examined in a similar fashion include; the relationship between schooling outcomes and group-specific behavioural expectations (Austen-Smith and Fryer Jr 2005, Fryer Jr and Torelli 2010, cf. Wildhagen 2011); ‘racial preferences’ and labour market impacts (Akerlof 1997, Battu, Mwale, and Zenou 2007, Selod and Zenou 2013); and self-selection amongst racial groups and segregation in the housing market (Ihlanfeldt and Scafidi 2002, King and Mieszkowski 1973, Pascal 1970, cf. Charles 2000, Yinger 1978). Similarly, the dynamic between social identity and the existence and persistence of poverty and violence has been the subject of recent scholarship on development and economic growth (see, for instance Alesina et al. 2003, Barrett 2013b, Easterly and Levine 1997, Esteban and Ray 1994, Sen 2006, 2008).
“perceived by others…[and] the specific social affiliations or identifications a person has – as a member of a family, cult, political party, or other group” (Qizilbash 2014, 14). Much of this literature is concerned with how an individual views himself, and their own self-categorisation into some group. This has been used to explain puzzling phenomena, including for instance; the way in which costs are incurred by ethnic minorities who ‘act white’ (Austen-Smith and Fryer Jr 2005, Fryer Jr and Torelli 2010, cf. Wildhagen 2011); or the self-selection of minorities into segregated neighbourhoods (Ihlanfeldt and Scafidi 2002). This is in contrast with the economics of discrimination literature, which sees the categorisations of others as being an explanatory variable of discriminatory behaviour. This of course does not mean there is no conceptual overlap. It is difficult to argue that the violence which Sen (2008, 7) attributes to the “reductionist cultivation of singular identities” is too far removed from the prejudicial discrimination of Becker (1957). Violence, when limited to a defined social group, is surely a form of discrimination, albeit on a different scale compared to that in the labour, housing and credit markets cited earlier (see, for instance Bryson and Chevalier 2015, Dymski 2006, Ross 2000).

Up until this point in this chapter, I have reviewed the way ‘social identity’ has been addressed in the economics literature. As should have become clear in the previous sections, much identity work in economics characterises individuals as “embodiments of group prototypes rather than as independent individuals” (Davis 2007, 354, see, also Aguiar et al 2010). Yet as Aguiar et al. (2010, 264) states, “social identity is only a portion of the identity of a person; that portion the person shares with others”. Indeed, such generalisations likely obscure the motivations which influence individual choices and behaviour (Aguiar and de Francisco 2009). It should be stated that, in comparison to the extensive work on social identity in the economics literature, that relating to personal identity is limited (Davis 2003). This is a limitation of the literature I hope to overcome with my contribution of a new economic definition of identity (Section 1.4).

One notable exception to this is Davis (2003, 2010), who presents ‘identity criteria’, upon which the existence of an individual should rest. These are ‘individuation’, and ‘reidentification’, respectively. As described by Davis (2010, 5), individuation is originally an Aristotelian one that refers to the requirement for individuals—if they are indeed ‘individual’—to “be represented as distinct and independent beings”. Reidentification requires that this ‘distinctness’ be maintained across time and change. Thus, an individual, if they are in fact truly an individual, does not “dissolve or disappear into the mass of people or society generally but can be reidentified as enduringly distinct individuals” (Davis 2010, 10). In general, these ‘identity criteria’ reflect the need to pick an individual from many, and pick that same individual at some point in the future.

2.2.5 The economics of institutions

Social identities, such as kinship, ethnic or other categorisations, have been examined as informal institutions which exist and persist for the purposes of transaction cost economising.28 Broadly speaking, these social identities act as institutions in that they afford

---

28 Chapter 3 provides an overview of transaction cost economics (Commons 1932, Coase 1937, Williamson 1985), as well as the role of identity in exchange from a transaction cost perspective. In brief, transaction costs
interacting agents “rules of the game” (North 1990, 3) which shape and provide some degree of certainty over human interaction. This includes behavioural prescriptions commonly used by a “set of participants” (Ostrom 1986, 5) that limits the choice sets of those individuals who share some group membership (see, also Bates 2014, Crawford and Ostrom 1995). Group membership, perhaps defined by a racial or ethnic social identity, delineates the rules of the game unique to that group. These rules might consist of behavioural constraints and prescriptions (Ostrom 1986), as well as applicable sanctions in the event of a breach. Sanctions could include, for example, a loss of reputation or status amongst group members (see, for instance Akerlof 1980, Bernheim 1994, Dellarocas 2006). In general, owing to both ex-ante and ex-post transaction costs (Arrow 1969, Coase 1937, Williamson 1985), along with the resultant contract uncertainty and high cost of private information, these institutions which are characterised by group membership exist to economise on such costs (Landa 2016b, see, also Carr and Landa 1983, Posner 1980).

Such institutions can also be viewed from a game theoretic perspective. Individuals who are members of ethnic, religious, or other groups are often observed to undertake cooperative, rather than defective behaviour. Cooperation becomes the dominant strategy as it is “individually rational” (Posner 1996, 140). This cooperative behaviour is likely to be sustained even if any single individual from that group trades infrequently, so long as the other members of the group interact with sufficient frequency to transmit information and apply sanctions (Ali and Miller 2016, Jackson, Rodriguez-Barraquer, and Tan 2012, Kandori 1992, Tirole 1996). Membership in the groups examined throughout this literature might be defined by ethnic or racial identity, and where membership might be further restricted by “dietary restrictions, and religious rituals”, and so forth (Cooter and Landa 1984, 21).

To illustrate, Jack Carr and Janet Landa (1983, 136) take issue with mainstream theories of impersonal exchange, and examine the economic functions of institutions including “kinship and ethnic groups, clan names, symbols of group identity, and religious practices”. Using the economic theory of clubs (see, Buchanan 1965), they demonstrate the role such institutions play in reducing transaction costs, including by restraining the opportunistic behaviour of individuals who have some shared identity. Membership in kinship groups, in this case designated by clan names, are used to restrict membership in a sort of ‘mutual aid society’. Similarly, the use of these names to designate a social identity—where these names serve as a type of “information transmission device” (Kandori 1992, 65)—aids in the detection of free-riding by members (Olson 1965), and the facilitation of sanctions for any violations of group norms (Carr and Landa 1983, see, also Posner 1996, Eckel and Grossman 2005).

Richard Posner (1980, 23) takes a similar approach, examining kinship groups—another manifestation of group membership and therefore social identity—as “primitive adaptations
to high information costs”, for the provision of insurance against misfortune amongst group members (see, also Ben-Porath 1980, Fafchamps 2003, Kinnan and Townsend 2012). Likewise, Bowles and Gintis (2000) deem the enforcement of certain behaviours which are beneficial to other members of a group as ‘parochial’. That is, ethnic, religious, or other, groups who artificially restrict their membership, can benefit through the “enforcement of prosocial behaviour among network members”, even while economies of scale are limited by these institutions (Bowles and Gintis 2000, 22).\(^29\)

Another (related) indirect treatment of identity can be seen in the literature on reputation (see, Klein 1997b, Origgi 2017). The role of reputation has been examined as a mechanism by which dishonest, or opportunistic (Williamson 1985), behaviour can be tempered; that is, reputation acts “as an effective means of enforcing cooperation” (Bolton, Katok, and Ockenfels 2005, 1458). A favourable reputation acts as a promoter of exchange, if information about the past behaviour of the economic agent in question is easily distributed amongst other economic agents (Benson 1989, Greif 1989, Milgrom, North, and Weingast 1990).\(^30\) Reputation can be immediately seen as an aspect of the ‘individual’ identity of an economic agent. In Chapter 4, I contribute a new hostage model of identity, where economic agents contribute identity hostages as a type of credible commitment. I suggest that these identity hostages might consist of an individual’s reputation. Later in this section, I discuss how group or ‘collective’ reputations can also be derived from firms who operate in regional areas, for instance (see, Winfree and McCluskey 2005).

It should be noted that the concept of reputation is closely linked to indirect reciprocity as described in evolutionary biology (Alexander 1987 see, also Engelmann and Fischbacher 2009, Nowak and Sigmund 2005, Origgi 2017). Indirect reciprocity helps to explain cooperation as “friendly or hostile acts of one person towards another are rewarded or punished by a third party”, if information about those acts is disseminated throughout the relevant population (Engelmann and Fischbacher 2009, 399). This is in contrast with direct reciprocity (Trivers 1971), which sees rewards or punishments for behaviour delivered by one directly involved with that act. Thus, direct and indirect instances of reciprocity are characterised by the principles of: “You scratch my back, and I’ll scratch yours” and; “You scratch my back and I’ll scratch someone else’s” or “I scratch your back and someone else will scratch mine”, respectively (Nowak and Sigmund 2005, 1291, see, also Binmore 1994). In this respect, traditional marketplaces where physical interactions are characteristic rely more on direct


\(^30\) The concept of reputation is closely linked to that of ‘trust’ (Dasgupta 2000, Williamson 1993), where the former refers to a belief held by others that a particular economic agent “to be something”, while the latter is the expectation that an economic agent has the propensity “to do something” (Cabral 2005, 3 emphasis in original). In this respect, Davidson, Novak, and Potts (2018) provide a good overview of the economic literature on trust. The literature on trust and reputation have the tendency to be conflated (Cabral 2005), although the distinction is simple in that one follows the other; trust follows reputation (Bolton, Katok, and Ockenfels 2005).
reciprocity, while online marketplaces such as eBay rely more on indirect reciprocity, in part due to the feedback made publicly available on sellers’ sites (see, for instance Bolton, Katok, and Ockenfels 2004, Brynjolfsson and Smith 2000). This is derived from the higher availability and dissemination of information in online, as compared to physical, marketplaces.

Reputation is similarly ‘indirect’, in that it does not (solely) rely on direct instances of exchange among economic actors to disseminate information. Rather, “reputations embody and communicate collectively gathered information and collectively shared evaluations” (Origgi 2017, 39), and where the absence of such information would likely restrict the interactions of economic agents (see, for instance Akerlof and Kranton 2000, Arrow 1972c, Ben-Porath 1980). The dissemination of this information from which a reputation is derived, has been studied by scholars who look at the way in which the conduct of economic agents is made known to a wider population. How information about past behaviour is distributed is significant; completely unobserved behaviour sees no incentive for behaviour apart from that which is self-serving (Tirole 1996). Mechanisms might include gossip or online reviews. Of course, the information produced by these mechanisms have varying degrees of ‘noisiness’, owing to unavoidably incomplete information about previous trades, as well as the strategic motivations of economic agents (Bolton, Katok, and Ockenfels 2005).

To illustrate the role which reputation plays in exchange, first consider the counterfactual in a model of ‘perfect decentralisation’ (Demsetz 1988). In such a model, economic agents and the goods and services they trade are perfectly homogenous, with economic decisions being made purely based on prices, tastes and technologies (Telser and Higinbotham 1977, see, also Salop and Salop 1976, Williamson 1985). However, owing to the propensity for economic agents to act out of self-interest, as well as the presence of information asymmetry (Akerlof 1970), reputation mechanisms are necessary for the proliferation of trade (Dellarocas 2006). The presence of information asymmetries along with opportunistic actors, results in the necessity for reputation and other identity ‘technologies’ to facilitate exchange, particularly when trade and settlement are not simultaneous. This point is examined in Chapter 3.

Reputation can be thought of as a way in which economic agents “identify their trading partners” (Dulleck, Kerschbamer, and Sutter 2011, 2). In general, reputation plays a role in models of exchange where there is asymmetric information (Akerlof 1970), while ‘reputation mechanisms’ play a role in transmitting information about previous instances of trade, including “in circumstances where interactions take place among essentially strangers” (Bolton, Katok, and Ockenfels 2005, 1457). By linking past behaviour, to expected ex-post behaviour, reputation plays a role in differentiating (potential) counterparties to exchange (Cabral 2005, Rogerson 1983, Shapiro 1983b). In general, this means that economic agents are perceived to have a ‘type’. For instance, an economic agent, who is perceived by others to in general match their ex-post actions to their ex-ante promises, will be deemed to have a

---

'good’ reputation. In contrast, those who deviate markedly will have a ‘bad’ reputation. Of course, previous instances of behaviour might be difficult to judge, including when the quality of a good or service consumed is difficult to measure. This is particularly so in the service markets, including for instance, plumbing, mechanics, computer services, and medicine (see, Dulleck and Kerschbamer 2006). Dulleck, Kerschbamer, and Sutter (2011), Mimra, Rasch, and Waibel (2016) and Schneider (2012) provide overviews of reputation as it relates to credence goods.

Within the economics literature, reputation has been studied as a marker of identity. This is well illustrated by Greif (1989, 1993), who looked at the role of information transmission via a network of Jewish merchants that acted to deter opportunistic behaviour (see, also Greif 2012). Within this coalition of merchants, accusations of bad behaviour would be disseminated and result in a loss of trade for the accused party. After one instance of alleged malfeasance by a merchant in 1055 CE Jerusalem, “merchants as far away as Sicily canceled their agency relations with him” (Greif 1989, 868-869). In this case, information was exchanged via a system of letters. This reputation mechanism attached information about past instances of trade to an economic agent that then had a tangible impact on their future economic outcomes (Greif 2000). This system of personal reputation illustrates the ability for private governance structures to resolve agency problems in the absence of formal legal mechanisms (see, also Greif 2000, Klein 1997a, McMillan and Woodruff 2000, Telser 1980, Zhang and Elsner 2017, cf. Edwards and Ogilvie 2012a).

‘Good’ reputations have been similarly treated as a type of ‘bond’ that can be deployed in an exchange relationship. If an economic agent builds up a reputation—a valuable intangible asset—they will be unlikely to destroy this through opportunistic behaviour, unless the “gain from dishonest behaviour was large” (Milgrom, North, and Weingast 1990, 1, see, also Greif 2005, Klein and Leffler 1981, Shapiro 1983b, Wernerfelt 1988). One simple model of reputation sees an individual “endowed with a level of reputational capital” which commensurately decreases as a result of a contract breach (MacLeod 2007, 603). These are also referred to as contract enforcement institutions (CEIs) in the literature. In general, these bonds, or CEIs, are necessary due to the temporal disparity between “the quid and the quo, providing one with the opportunity to renege” (Greif 2005, 730 emphasis in original, see, also Aoki 2001, Dixit 2011, Williamson 1985). As many exchange relationships are sequential (Greif 2000, 2005), one party to exchange has an opportunity to renege. For instance, a debtor might go into arrears on a loan contract, or an employer might deny payment for work already completed. Corporate reputation as an intangible asset has been studied extensively by management scholars in a similar manner (see, for instance Deephouse 2000, Ponzi, Fombrun, and Gardberg 2011, Rindova, Williamson, and Petkova 2010). This management literature attributes competitive advantage, in part, to the presence of a ‘good’ corporate

32 Similar instances of reputation exchange systems have been examined in; medieval Europe (Greif, Milgrom, and Weingast 1994); along the Silk Road in the latter part of the 1st millennium (Zhang and Elsner 2017); 19th century Mexico (Clay 1997); Vietnam (McMillan and Woodruff 2000); Kenya and Zimbabwe (Fafchamps 2000); amongst diamond dealers (Granovetter 1985); in criminal organisations (Gambetta 1993, 2006); on e-commerce sites (Cabral and Hortacsu 2010, Fan, Ju, and Xiao 2016, Jolivet, Jullien, and Postel-Vinay 2016, Pavlou and Dimoka 2006, Resnick et al. 2006, Bolton, Katok, and Ockenfels 2004); between neighbouring cattle ranchers (Ellickson 1985); as well as in Soviet economies (Litwack 1991, see, also Dinello 1999).

As a good reputation is liable to afford the individual in question favourable treatment by other economic agents, reputation can in part be ‘produced’. That is, an individual might take steps to cultivate their reputation within the bounds of contextual and socially accepted norms. In this respect, the hostage model of identity developed in Chapter 4 illustrates how reputation—which can constitute what I term an identity hostage—can be produced and used in subsequent transactions. As such, there is a wide range of theoretical work and field experiments which examine this phenomena across the economic literature. In this respect, Bursztyn and Jensen (2017) provide a good overview, examining the ways in which ‘social image’ is produced. In general, this concept of social image is defined as that individuals ‘type’. The type—which can be referred to as a label or a part of that individual’s identity—can be derived from the “actions that one might undertake [and which] are observable by others and may send other a signal about one’s type” (Bursztyn and Jensen 2017, 133). To be sure, this literature should be considered alongside the role of costly ‘signalling’ to reduce instances of information asymmetry (Stiglitz and Weiss 1990).

This literature described above is broadly concerned with the (outwardly visible) behaviours which are used to signal some status or type, and how these actions are predicated on the external observation of those behaviours. To illustrate, consider the installation of solar panels on shaded roof spaces so they are visible by neighbours (Sexton and Sexton 2014), or the purchase of a Toyota Prius to signal environmental credentials (Brooks and Wilson 2015, Brisman 2009). These examples illustrate that consumers are willing to undertake costly behaviours to show off their “environmental bona fides” (Brooks and Wilson 2015, 110). At the same time, the context within which these conspicuous consumption behaviours occur is important; the value to the signaller increases the more the signal matches the preferences of neighbours (Sexton and Sexton 2014).

Reputation as a marker of identity is given similar treatment from a game theoretic perspective, including the manner in which reputation acts as a ‘label’ by which economic agents derive information about their partners in games (see, for instance Bolton, Katok, and Ockenfels 2005, Dasgupta 2000, Engelmann and Fischbacher 2009, Kandori 1992, Milinski, Semmann, and Krambeck 2002, Neral and Ochs 1992, Okuno-Fujiwara and Postlewaite 1995, Tullock 1985), including when the reputation is that of a firm (Kreps and Wilson 1982). A subset of this literature is devoted to the study of reputation and the cooperative behaviour of nodes in peer to peer computer networks (see, for instance Agah and Das 2007, Gupta and Somani 2005, Jaramillo and Srikant 2010, Michiardi and Molva 2003, Refaei et al. 2005, Trestian, Ormond, and Muntean 2011). These examples are novel in that they depart from
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33 Behaviours which are used to produce an image of a particular ‘type’ include; voting and other political statements (see, for instance DellaVigna et al. 2017, Funk 2010, Gerber, Green, and Larimer 2008, Gerber et al. 2016); observed efforts in educational and workplace settings (see, for instance Ashraf, Bandiera, and Lee 2014, Bursztyn and Jensen 2015, Bursztyn, Fujiwara, and Pallais 2017, Bursztyn, Egorov, and Jensen 2018, Kosfeld and Neckermann 2011, see, also Austen-Smith and Fryer Jr 2005, Fryer Jr and Torelli 2010); altruism (see, for instance DellaVigna, List, and Malmendier 2012, Meer 2011); and ‘conspicuous’ consumption (see, for instance Veblen 1899, Charles, Hurst, and Roussanov 2009, Clingingsmith and Sheremeta 2018, Heffetz 2011, Jaikumar, Singh, and Sarin 2018, Kaus 2013, Sexton and Sexton 2014).
perfect knowledge assumptions of ‘traditional game theory’, in which “details of every encounter are common knowledge in a society consisting perhaps of millions of people” (Okuno-Fujiwara and Postlewaite 1995, 80).

While the previous paragraphs have focused on the reputation as it pertains to an individual economic agent, reputations can similarly be ‘collective’ (see, Tirole 1996). In this respect, the reputation of a member of some group is derived from the past actions of other’s in that group, rather than from their own individual actions. Group reputation is thus based on the “group’s past average quality” (Winfree and Mccluskey 2005, 206 emphasis in original). Oftentimes, the past behaviour of an economic agent is unobservable to a potential counterparty, in which case a “consumer uses the past behaviour of the member’s group to predict the individual firm’s future behaviour” (Loureiro and Mccluskey 2000, 311). In this respect, the collective reputation literature is closely related to the statistical discrimination literature as described in section 2.2.3 (see, Levin 2009). Similarly, Megyesi and Mike (2016) examine collective reputations as common pool resources (CPR) that require rules and norms to constrain instances of free-riding and depletion. Practical manifestations of collective reputation can be most readily seen as it relates to regional agricultural products, including; wine (Costanigro, Mccluskey, and Goemans 2010, Combris, Lecocq, and Visser 1997, Schamel and Anderson 2003, Landon and Smith 1997); olive oil (Van der Lans et al. 2001); meat products (Loureiro and Mccluskey 2000); and apples (Fotopoulos and Krystallis 2003). From this perspective, consumers use the reputation of a nation state or a region as a proxy for the “underlying characteristics of the good they are buying” (Allen, Berg, and Markey-Towler 2019, 62). Similar phenomena can be seen in the collective reputation of franchised, or chain, restaurants. In markets with a high degree of product differentiation, franchised restaurants derive their reputation from that of the wider chain. In this respect, there is some evidence to suggest that the proliferation of online review mechanisms has reduced the market share of franchised restaurants (Luca 2016).

Finally, the matching theory literature

2.3 The wider social sciences

2.3.1 Sociology, ethnography and anthropology

Development economists and social economists have acknowledged the removal of some of the barriers between the economics literature and the wider social sciences. As Barrett (2013b, xviii) states at the beginning of his edited volume The Social Economics of Poverty, “economists working in this nascent field of social economics are taking the other social sciences—anthropology, political science, psychology, and sociology—seriously”. The same can be said for the study of identity and its role in behaviour and human action (see, for instance Akerlof and Kranton 2000, 2002, 2005, 2010, Barrett 2013a, Esteban and Ray 1994, Sen 1977, 1985, 1999, 2008). In explaining poverty, for instance, sociologists, ethnographers and anthropologists have attributed ‘backwards’ or ‘dysfunctional’ social identities to its existence and persistence. This includes attributing the ‘urban crisis’ in the United States to the ‘dysfunction’ of certain social identities (Banfield 1970, Rainwater 1970), African-American poverty to a ‘victimhood culture’ (McWhorter 2000), and the lack of achievement

As has already been highlighted, contributions to the study of identity in the economics literature benefitted from earlier sociological works. Becker (1957) cites the ‘social distance’ literature, while other contributors similarly incorporate sociological concepts (see, for instance Akerlof and Kranton 2000, Barrett 2013b, Folbre 1994). The concept of social distance, first discussed by Robert Park (1924) and Emory Bogardus (1933), relates to the ‘intimacy’ individuals have towards others based on group membership, and was adopted for the analysis of the economics of discrimination (see, also Akerlof 1997, Wark and Galliher 2007).

Another related sociological concept, while not specifically cited in the economics of discrimination literature, is that of ‘virtual social identity’ (Goffman 1963). This relates to the heuristics an individual might use in interactions, and can readily be compared to the statistical discrimination literature of Arrow (1972b, 1973) and Phelps (1972b), as well as the signalling literature exemplified by Spence (1973). In these literatures, decisions about interactions in the presence of private information rely on some “easily observable indicators that may lie on hand” (Loury 2002, 9), including race, gender or other indicator of group membership. These ‘indicators’, or ‘indices’ (see Spence 1973) can of course be imperfect at communicating the underlying characteristics or qualities of an individual (Grossman and Stiglitz 1980), which result in the divergence between an individual’s ‘virtual’ and actual identity (Goffman 1963).

2.3.2 Identity politics

Similarly, the concept of identity politics is an expansive one in the social sciences, with a multitude of meanings embedded in neo-Marxist, new social movement, social constructionist, postmodernist and poststructuralist theories (Bernstein 2005). The concept itself has as its origins the civil rights and feminist movements of the 20th century (Bliss 2013), and broadly speaking, the term refers to the explicit use of, and group expression of, a cultural, religious, ethnic or other trait in the pursuit of political ends (Bliss 2013, Gutmann 2009, Klandermans 2014, Orjuela 2014). The use of identity politics by such movements is typically associated with narratives that certain groups, whether distinguished by ethnicity, gender, sexuality, class or otherwise, lack power or opportunity in a political system. Those driving for political change are members of a certain group who are pushing for some change in favour of the collective group, typically through protest. This is often followed by, or has as its goals, policies of affirmative action (Bliss 2013), or policies of redistribution (Gutmann 2009). The discourse of identity politics is now so pervasive throughout academia and popular culture, that studies into the identity politics in the Star Wars movie franchise have been published (see McDowell 2016).

2.3.3 Psychology

Finally, psychology also provides several identity concepts which have been drawn upon in the economics literature (see Akerlof and Kranton 2010). Social identity theory was developed by scholars of social psychology to offer an explanation as to the perceived
'uniformity' of the behaviour of individuals within groups, as well as the behaviours of interaction between groups (Pearce 2013). At the outset, it should also be noted that, in the development of this theory, constructs from sociology were also incorporated (Hogg and Ridgeway 2003, Stryker and Stryker 2017). Social identity theory suggests that the self-esteem of an individual is in part derived from the image of the groups with which that individual identifies (Turner 1975, Turner, Brown, and Tajfel 1979). According to Gumusluoglu, Karakitapoglu-Aygün, and Scandura (2017, 481), “a person who identifies with a group perceives himself or herself as psychologically intertwined with the fate of that entity”. This theory also seeks to explain inter-group dynamics (Pearce 2013). The theory implies that the self-esteem of an individual may increase, or decrease with that of the social group with which they identify, whether categorised by sex, gender, ethnicity, religion or otherwise. It is therefore in an individual’s interest to enhance the image of their own social group (Ellemers and Haslam 2012, Tajfel and Turner 1986).

Early scholarship on social identity theory was directed at explaining the discriminating behaviour against ‘outgroups’, by members of an ‘ingroup’ (Tajfel et al. 1971). This literature includes experiments which lend support to the hypothesis that groups depart from strategies of ‘fairness’ when individuals are categorised into groups. These experiments show the results of ‘ingroup favouritism’ in the doling out of small measures of value amongst the wider population of the experiment (Tajfel 1978a, 1978b). In one early set of experiments this involved assigning school children to groups based on trivial criteria—via estimations of dots on a screen or their preference for one of two abstract painters—yet it still resulted in marked disparity in the way these children treated others based on which group they had been allocated (Tajfel et al. 1971). Crucially, from these experiments the researchers concluded that the absolute gains of the group were not the only motivating factor; relative gains as compared to the other group substantially influenced behaviours displayed (see Haslam 2004). Similar behaviours were observed in a workplace setting, with employees in an aircraft factory seemingly motivated by maintaining relative levels of remuneration (Brown 1978). The maintenance of this wage differential was even preferred to an absolute gain in wages. In the words of one (high paid) employee, “the status of the job is more important than the actual wage” (Brown 1978, 421). 34

While social identity theory uses identity as a construct in relation to groups and categories, ‘identity theory’ attempts to explain behaviours by examining how social structures affect ‘self’, which in turn influences those behaviours (Stryker and Burke 2000). This theory, developed by George Mead (see Mead et al. 2015), can be simplified as one where “Society shapes self shapes social behaviour” (Stryker and Burke 2000, 285). Identity theory emphasises the impact that the multiple roles one might occupy—father, son, teacher, football player and so forth—have on an individual’s behaviour, and how each role in turn

34 Social identity theory has been the subject of further scholarship, including in the context of; the group formation of norms and values in corporate decision making (Pearce 2013, see, also Tyler and Blader 2000); motivation within an organisational context (Van Knippenberg 2000, Wegge et al. 2006); employee responses to mergers and acquisitions (Lipponen, Wisse, and Jetten 2017, Terry and Callan 1998, Van Knippenberg et al. 2002); group dynamics and leadership in the military (Shamir et al. 2000, Jansen and Delahaj 2019); as well as relative preferences for foreign and domestic manufactured goods (Riefler, Diamantopoulos, and Siguaw 2012, Verlegh 2007, Zeugner-Roth, Zabkar, and Diamantopoulos 2015).
constitute some part of a person’s identity (Hogg, Terry, and White 1995). This contrasts with the group dynamics which contribute to one’s identity in social identity theory.

2.4 Conclusion

In this review of the economics literature addressing identity, a litany of usages has become apparent across a diverse range of sub-fields. In general, much of the literature has regarded identity as group membership, as well as a single characteristic related to the individual. It has been similarly concerned with the ways in which that group membership causes the individual to act, as well as be acted upon, due to various non-pecuniary motivations. The former can be readily characterised by the identity economics literature (Akerlof and Kranton 2000), along with the literature concerning the economics of institutions (see, for instance Carr and Landa 1983). In both literatures, group membership is associated with behavioural norms which restrict the choice set of individuals in those groups, along with sanctions in the event of a breach of those prescriptions. The latter consequence of group membership, being acted upon, is more reminiscent of the economics of discrimination literature (Becker 1957, Arrow 1973), and sees individuals discriminated against due to membership in that group, either due to animus or imperfect information. My contribution of a new definition of identity—a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals—is a contribution to the economic literature which I hope will overcome the limitations of identity being associated with only a single characteristic.

Identity is also captured as an individual concept, in that it acts as a label that other economic agents can use in interactions. The need for such labels owes to the inherent uncertainty in economic exchange, in part owing to behavioural uncertainties. These behavioural uncertainties can be seen first through the lens of the literature on information asymmetry, where private information precipitates ‘hidden information’ and ‘hidden actions’ (Cohen and Siegelman 2010). Similarly, in the reputation literature, a label acts to deter opportunistic behaviour by an economic actor, as past instances of contract breach will have a negative impact on their future economic outcomes (see, for instance Greif 2000).
Chapter 3. An identity cost model of exchange

3.1 Introduction

Using the new institutional economics as developed by Coase (1937, 1960), Klein, Crawford, and Alchian (1978), Williamson (1971, 1975, 1979, 1985, 2002, 2007, 2010) and North (1990), as well as literature concerning information asymmetry (see Akerlof 1970, Spence 1973) I contribute to the literature an identity cost model of exchange. Here, and throughout the thesis, identity is a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. The model I contribute in this chapter describes the demand for identity, where the demand for identity is a positive function of the need to recognise, and distinguish between, trading partners. The transaction cost theory of identity which follows will incorporate a transaction cost theory of exchange which relies on the inclusion of transaction costs alongside transformation costs (North 1990). The model set out in this chapter relies on behavioural assumptions including bounded rationality and opportunism.

Underpinning this chapter, and the thesis, is the premise that human behaviour is a source of uncertainty; human behaviour is difficult to predict and without mitigating institutions barriers to trade would be extensive. The origins and consequences of this unmitigated uncertainty was discussed in the previous chapter (Section 2.2.1). According to North (1990, 11), much economic theory which ignores these behavioural realities is ignorant “of the nature of human coordination and cooperation.” As I shall develop, aspects of one’s identity serves to reduce this uncertainty, and so build “a structure to everyday life” (North 1990, 3). These uncertainties exist in the economic, political, and social spheres, and identity institutions exist to reassure economic and political actors as to the future state of the world. Where the endowments, tastes, and motivations of heterogeneous actors are private information, understanding the distinctiveness of those you interact with limits their choice set and hence increases the predictability of future states.

Identity, and coming to a level of assurance over the relevant, and context dependent, characteristics of a counterparty is integral to most economic, social and political exchange. As examined in this chapter, the demand for identity is a positive function of the need to recognise, and distinguish between, trading partners. This chapter will demonstrate that the demand for identity can be both private and public. In the context of a credit contract, the private demand for identity is derived from the need of a lender to verify the willingness and ability of a borrower to repay a loan. The public demand for identity is derived from state requirements to monitor borrowers on an ongoing basis, to determine the existence of illegal activity. This demand for identity information is an effort to reduce the effect of uncertainty.

Any sort of contractual exchange where uncertainty is present necessitates the exchange of identity information related to individuals, organisations, and the good or service involved. Without such information, commercial activity would be limited (Akerlof 1970); identity information serves to reduce information asymmetry and its attendant negative impacts.
A main contribution of this chapter is the development of a two-period model to illustrate the existence of ‘identity costs’ as a distinct subset of transaction costs. In the first period buyers take costly action to ascertain information about contract relevant characteristics of a seller. These characteristics might include a seller’s ability and willingness to repay a loan. Such costly actions have the effect of revealing private information and overcoming market limiting effects, including adverse selection. In the second period, buyers make decisions to enter into contracts, while pricing decisions are made based on those identity characteristics as revealed in the prior period. This model makes predictions for the existence of organisational structures which economise on identity costs.

The identity cost model of exchange anticipates that understanding the identity of a counterparty to exchange is costly, and therefore certain organisational arrangements might be seen from an identity cost perspective. That is, a secondary contribution of this chapter is an explanation of the existence of banks due to identity cost economising. In general, and according to the transaction costs school (see Williamson 1985) a contractual arrangement and its underlying institutional context can be understood as being the result of transaction cost economising (Fallan 2000, Kemp 2006, Klein, Crawford, and Alchian 1978). The model in this chapter predicts that certain institutional arrangements can be considered as the result of identity cost economising. Here I suggest that the existence of financial institutions as an aggregation of holders of surplus financial capital can, in part, be attributed to identity cost economising. I suggest that credit transactions are facilitated within these organisational hierarchies, rather than via markets, due to the existence of identity costs and attempts by lenders to economise on these costs (see also MacDonald, Allen and Potts 2016).

This chapter proceeds as follows. Section 3.2 outlines the basic model, while Section 3.3 provides background to the transaction cost framework used in the chapter. Section 3.4 examines the existence of identity costs in exchange, and provides some examples of how identity information is transmitted during a credit transaction. Section 3.5 suggests ways in which identity costs might be measured, while discussing methodologies previously used to measure transaction costs. Section 3.6 examines identity costs and vertical integration. Section 3.7 concludes.

### 3.2 The identity cost model of exchange

The model I contribute in this chapter uses two distinct (but related) literatures. The first is the new institutional economics, including the transaction costs framework developed by Williamson (1979). This framework comprises uncertainty, frequency of exchange, and asset specificity. The second is the information asymmetry literature (Akerlof 1970). Here I draw attention to the literature associated with ‘signalling’ as it is used to overcome the negative effects of private information (see Spence 1973, 1974, Section 2.2.1). The model I develop sees counterparties to exchange undertake costly action related to the initial identification, and subsequent verification of counterparties to an exchange, as well as that which is being traded. Such actions to identify the relevant, and context dependent, characteristics of counterparties incur what I term identity costs.

In this two period model, there are buyers and sellers. Owing to the behavioural assumptions of bounded rationality (Simon 1957, 1961) and opportunism (Williamson 1985), there is
uncertainty as to the future state of the world. The existence of private information means that sellers might conduct themselves opportunistically. That is, they might use their informational advantage to trade at circumstances favourable to themselves, while *ex-post* contractual effects are also present. These *ex-post* contractual effects are the result of ‘hidden actions’ (Cohen and Siegelman 2010) which might see counterparties to exchange act in contrast to their *ex-ante* promises, in part owing to opportunism (Williamson 1985).

The model uses a credit transaction to demonstrate the existence of identity costs, which are incurred by the buyer of a credit contract. In this credit contract, the ‘buyer’ is the lender, while the ‘seller’ is the borrower. In contrast to the signalling model of Spence (1973, 1974), where the cost is borne by the bearer in communicating their ‘type’, identity costs are incurred by a buyer—the lender—in divining the private information of a borrower. This private information is related to the ability and willingness of the seller—the borrower—to repay the loan. To be sure, that all the relevant private information of a borrower might be revealed to the uninformed party is perhaps not a realistic assumption (Grossman and Stiglitz 1980). A buyer of credit contracts is also assumed to be motivated by profit and commercial imperatives. That is, they are not under any legal obligation to lend.

The model is comprised of two periods. In the first period a buyer takes costly steps to identify the relevant, and context dependent, characteristics of a seller. This is what I have already characterised as the demand for identity. Buyers demand such information because they are at the outset unable to distinguish between good quality and bad quality sellers. That is, a lender has little or no understanding of a borrower’s willingness and ability to repay a loan. Borrowers might be high risk or low risk. However, a lender has at the outset no measuring stick by which to distinguish between different risk types. Of course, the absence of risk metrics will likely have a negative impact on their ability to set an appropriate rate of interest. With no mitigating mechanisms, such a credit market might produce only ‘lemons’ (Akerlof 1970). As I develop in the remainder of this chapter, identity costs incurred in this period are derived from both commercial, as well as legislative and regulatory requirements. That is, this model illustrates both the private, and public, demand for identity. The second period sees buyers of credit contracts enter contracts with sellers, at market terms based on the private information revealed in the first period.

Finally, it should be stressed that the characteristics which comprise a seller’s private information are assumed to be exogenous to this model. That is, in the first period a seller’s ‘type’—‘good’ versus ‘bad’ credit risk—is taken as given. This does not suggest that borrowers cannot undertake costly action that will grant themselves with certain characteristics like a reputation of some type (the literature on reputation was reviewed in Section 2.2). For instance, in the context of a credit relationship, a borrower could take costly actions in prior periods to ‘label’ themselves as a trustworthy borrower. These costly actions could consist of fulfilling the terms of prior credit contracts, thereby labelling themselves as a ‘good’ credit risk. In addition, they might increase the size of their asset pool which would then be available to post as collateral, and so forth. Rather than considering these aspects here, I assume that these are exogenous to the model. In Chapter 4 this assumption is relaxed, and I examine how identity characteristics might be ‘produced’ for the purposes of engendering trust between counterparties to exchange. The next section of this chapter outlines the transaction costs
literature, including the framework of uncertainty, frequency of exchange, and asset specificity as developed by Williamson (1979).

3.3 Transaction costs

Commons (1932) first defined the transaction as the primary unit of economic analysis. Coase (1937) subsequently offered an explanation as to the existence of hierarchical firms due to the cost of market based exchange. Transaction cost economics seeks to explain organisational variety through the context of economising on transaction costs (Williamson 1985). The same is sought with respect to vertical integration, the make or buy decision, and sourcing in the literature, and all follow the same broad approach (see Kulkarni and Heriot 1999). Transaction costs refer to the ‘friction’ emblematic in all economic transactions, being analogous to friction in mechanical and physical systems (Williamson 1985). These are the “costs of running the economic system” (Arrow 1969, 501). According to Williamson (1985) transaction costs can be delineated into both ex-ante and ex-post variants. Ex-ante transaction costs consist of search costs, costs associated with negotiating, or the drafting of agreements, while ex-post transaction costs include those associated with the governance structure related to the monitoring of an agreement and dispute resolution (Arrow 1969). The introduction of transaction costs into the economic literature has given rise to new schools of economic thought, including that of the new institutional economics, a term coined by Williamson (1975).

According to Williamson (1985), the behavioural assumptions upon which transaction cost economics relies are that of bounded rationality and opportunism. Bounded rationality acknowledges the intended rationality of economic actors, but stresses the limits of cognitive competence (Simon 1957, 1961). Rationality is limited by both cognitive ability, as well as aspects of language; cognitive ability is a limited resource (Williamson 1975). Opportunism reflects the uncertainty of ex-post behaviour due to self-interest, or what Williamson (1985, 47) referred to as “self-interest seeking with guile”. In this context, and as discussed in Chapter 2, ex-post ‘hidden actions’—moral hazards—are related effects of uncertainty of behaviour and private information. Considering these “characteristics of the human decision makers who are involved with the transaction” (Williamson 1975, 8) allows for a transaction cost framework with which to examine economic (and other) interactions. The inclusion of these behavioural assumptions is important such as they relate to “economic activity that involves transaction-specific investments in human and physical capital” (Williamson 1979, 234), or asset specificity. These behavioural assumptions provide a framework in which we can “study man as he is” (Coase 1984, 231), and therefore develop a meaningful exposition of identity as it relates to economic and political transactions.

Transaction costs, along with the behavioural assumptions of bounded rationality and opportunism are a useful way to distinguish a transaction cost approach from early interpretations of Adam Smith and other mainstream economists; interpretations which neglect his examination of “certain essential components of human behaviour” (Rosenberg 1960, 557). That is, Smith (1776b, 300) emphasised the imperfections in human behaviour. For instance, he recognised that individuals lack ‘vigilance’ when they are placed in charge of other people’s property, which can be associated with problems of moral hazard. Yet rather than recognising Smith’s understanding of behavioural realities, much of the post-Smith
literature focuses on conclusions that the productivity, and hence the welfare of a society is determined largely by specialisation and trade, which itself results in “a proportionable increase of the productive powers of labour” (Smith 1776a, 110).

Smith’s contributions, and much of the literature interpreting Smith, resulted in a substantial economic literature which examined the nature and functioning of the price system (Demsetz 1988). Yet this literature paid little regard to the costs involved in market functionality, often neglecting the importance Smith placed on other institutional factors in promoting economic growth (see Rosenberg 1960, Shearmur and Klein 1997b, Tullock 1985). Introducing transaction costs allows us to examine the cost of exchange, and the institutions—legal, political and social—which in turn impact on the performance of an economy (Coase 1984, North 1990). The identity cost model of exchange, where identity costs exist as a distinct subset of transaction costs, will contribute to the transaction cost literature as it explains the governance of exchange through varied organisational means.

### 3.4 The existence of identity costs

The identity cost model of exchange I contribute as part of this chapter determines that transactions may comprise both a value, as well as an identity, component. This builds on the work of North (1990), who determined that production costs are a function of not only the transformation of land, labour and capital, but also of transaction costs. These transaction costs are those associated with “defining, protecting, and enforcing the property rights to goods” (North 1990, 28). My introduction of identity costs into the transaction costs school builds on several related literatures. This includes that of Ben-Porath (1980) and Akerlof and Kranton (2000) who determined that an absence of knowledge as to the identity of a counterparty, and characteristics related to them, would restrict or curtail the propensity to transact. In short, the presence of private information, absent any supporting mechanisms or institutions might lead to widespread instances of markets in which only ‘lemons’ are traded (Akerlof 1970, Section 2.2.1). This is supportive of the emphasis that Arrow (1972c) placed on trust in enabling exchange, and whose absence goes some way in explaining an absence of exchange. Others have examined the importance of trust in economic exchange in a variety of contexts (see Greif 1989, Klein 1992, 1997c, Shearmur and Klein 1997). Here identity costs are those transaction costs which are related to the initial identification, and subsequent verification of parties to an exchange, as well as that which is being traded. Consistent with this thesis, in this chapter identity is a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. Incurring an identity cost has as its objective the discovery of private information, or the reduction in information asymmetry between two parties to exchange.

I use the transaction cost framework first developed by Williamson (1979) and build on the construct of ‘contractual man’ to determine the nature, and existence of identity costs in economic, social and political transactions. This framework uses the dimensions of 1) uncertainty, 2) frequency of exchange, and 3) asset specificity. Thus, I use the behavioural insights of bounded rationality and opportunism as they relate to the identity costs inherent to exchange.
Uncertainty is important to consider as it applies to *ex-post* contractual difficulties, arising from an asynchronous knowledge of circumstances (Hayek 1945), behavioural uncertainties attributable to bounded rationality and opportunism (Williamson 1985), along with instances of adverse selection and moral hazards derived from private information (see for instance Stiglitz 2000). This dimension of the framework concerns itself with uncertainty as to the future state of the world; how that will impact on the fulfilment of *ex-ante* exchange agreements, including changes due to *ex-post* exogenous shocks. Uncertainty arises in large part through the existence of the behavioural assumptions common in transaction costs economics, and gives rise to the necessity for safeguards, or credible commitments for the facilitation of exchange (Williamson 1985, see, also Chapter 4). Frequency of exchange, and the recurrence of exchange, relates to the *ex-ante* costs of establishing a governance structure, and whether the cost of setting up such a structure can be justified, or reasonably amortised over the course of a relationship. The prospect of justifying large establishment costs is more likely for frequent, uniform exchanges, as opposed to one-off occurrences (Williamson 1979, 1985). A high frequency of transactions is “often associated with internalization of economic activities” within an organisational hierarchy like a firm (Kulkarni and Heriot 1999, 45). The final dimension is that of asset specificity, where the investment in transaction specific assets may sit across a spectrum ranging from one which is highly idiosyncratic, to one which is highly fungible (Williamson 1985). This dimension refers to the ease with which physical, human and dedicated assets can be redeployed in alternate uses “without sacrifice of productive value” (Williamson 1991, 281).

### 3.4.1 Zero identity costs

To provide validity for the model, I now depict a purposively counterfactual transaction in which the identity cost incurred is zero, or close to it. In a subsequent section I will provide a description of a more realistic, albeit stylised, credit transaction to justify my inclusion of identity costs as part of exchange. The findings are summarised in Table 1. below, and are elaborated on throughout the remainder of this section.

<table>
<thead>
<tr>
<th></th>
<th>Spot market transaction</th>
<th>Credit transaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uncertainty</strong></td>
<td>Uncertainty absent, no potential for <em>ex-post</em> divergence from <em>ex-ante</em> expectations. Necessarily involves a ‘search’ good.</td>
<td>Uncertainty present, potential for <em>ex-post</em> divergence from <em>ex-ante</em> expectations. Necessarily involves an ‘experience’ good.</td>
</tr>
<tr>
<td><strong>Frequency of exchange</strong></td>
<td>Large establishment and ongoing identity costs not justified. No identity costs to amortize over the course of a relationship.</td>
<td>Large establishment and ongoing identity costs justified. Significant fixed and variable identity costs to amortize over the course of a relationship.</td>
</tr>
<tr>
<td><strong>Asset specificity</strong></td>
<td>No necessity for investment in specialised assets to determine, and monitor, identity of counterparties.</td>
<td>Specific assets necessary to determine, and monitor, identity of counterparties.</td>
</tr>
<tr>
<td><strong>Identity costs</strong></td>
<td>Zero</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Table 1. The existence of identity costs in a spot market transaction and a credit transaction

Idealised market transactions in mainstream economics simultaneously treat the identities of the parties concerned, as well as the item to be exchanged, as homogenous (Williamson 1985). This assumption is often associated with the functioning of a ‘perfectly competitive market’ as described in introductory economics textbooks. In such a transaction both
participants and commodities are infinitely interchangeable (Telser and Higinbotham 1977). Described by Demsetz (1988) as a model of ‘perfect decentralisation’, choices are guided only by prices, tastes and technologies. In this respect the identity of buyer, seller, and commodity are treated as irrelevant (Williamson 1985). I shall examine, using the transaction cost framework as described above, an idealised transaction inspired by mainstream economic thought. That is, I shall describe a transaction where the identity cost is effectively zero. The purpose of this is to provide a baseline transaction, from which I can then justify the model described earlier in this chapter, and hence my introduction to the literature of identity costs, and how they relate to economic, social and political institutions as well as governance structures.

The analysis of the nature of identity costs begins with an examination of uncertainty. Uncertainty exists in a world of bounded rationality and opportunism, as the ex-post behaviours of parties to a transaction are somewhat unknown. In addition to the uncertainty assumed under these behavioural assumptions, exogenous shocks can also influence the congruence of ex-ante expectations and ex-post reality. However, for the purposes of this analysis consider a spot market transaction where the good or service is of low value, and where the characteristics, and quality, of the item in question can be determined without the requirement for any specialist knowledge or equipment. Using the taxonomy of Nelson (1970), this good or service would be necessity be of the ‘search’ variety. In this scenario, I assume that all the relevant characteristics of the product in question can be determined prior to purchase.

A spot market is one where trade and settlement occur instantaneously. In such a transaction, no credit arrangement will be entered into, and there is no demand for identity information as to the ability and willingness to repay in the future. The spot market nature of the transaction, and the unique qualities of the good or service determines that no certainty over the identity of the counterparty is necessary. I also assume another aspect of such a transaction, one in which little, or minimal information asymmetry exists between parties. For this last condition to be satisfied, such a transaction would require the opportunity for visual inspection prior to purchase, and at little to no cost. I assert that the purchase of a search good such as a bunch of flowers is a suitable analogy; it is trivial for a visual inspection to determine quality, with no need for specialist equipment. I thereby assume that there is no need for specialist knowledge or equipment to determine the quality of the good to be transacted. Thus, a situation of asymmetric information (Akerlof 1970) in the determination of quality does not exist. There is no private information, as both the buyer and seller are in possession of equal information pertaining to all applicable information about the quality of the good.

Finally, in the examination of uncertainty as it relates to a low value spot market transaction, here I also assume that the medium of exchange used to settle such a transaction is completely fungible. In this respect, previous transactions conducted using that medium of exchange are not known to either of the parties, nor will its history effect its future

35 While acknowledging the existence of high value spot markets such as those trading in stocks and commodities, this model only considers spot markets where the good exchanged is low value.
acceptance in economic exchange. In such a scenario uncertainty over the identity of counterparties, the item to be traded, and the medium of exchange, is reduced to something very close to zero. The nonspecific nature of the transaction neither requires, nor results in, any sort of ongoing relationship between counterparties, as new relations are easily entered (Williamson 1979). Uncertainty is trivial or non-existent in such a transaction, and conditions derived from behavioural assumptions of bounded rationality and opportunism can be considered irrelevant; no safeguards or credible commitments are required for such a transaction to proceed. That is, ex-ante expectations can, to a very high degree of probability, be expected to coincide with ex-post reality. Hence parties to the exchange incur minimal or no identity related expense. That is, there are no identity related costs owing to a lack of private information which would incur identity costs to overcome. Costs incurred in identifying a counterparty, the item to be exchanged, as well as the medium of exchange are close to zero.

The second dimension to be considered is that of frequency of exchange, and the establishment costs related to the identification of a counterparty to complete a transaction. For the purposes of analysis consider a market based transaction in which there are many homogenous buyers and sellers, and one in which the item to be exchanged is common, that is, non-specialised. As this market is comprised of many homogenous actors—and homogenous prices—buyers and sellers do not seek to establish ongoing relationships with one another, as the items exchanged are of such a nature that their quality can be instantly verified without any requisite knowledge or equipment. That is, the goods have search qualities. Similarly, new relations can quickly be entered due to the nonspecific nature of the transaction (Williamson 1979).

In such a spot market transaction, with homogenous participants and prices, buyers and sellers have little incentive to establish the identity of their counterparties. Thus, indirect measures of quality—such as country of origin—are not important (see for instance Allen, Berg, and Markey-Towler 2019, Winfree and McCluskey 2005). This is so as the quality of goods can be determined directly, through inspection, rather than through reputation, trademark or other similar mechanisms and institutions. In addition, the transaction is of such a nature where neither party to the transaction is restricted in their participation by age, credential, regulation, legislation or any other requirement. That is, there is no public demand for identity related to this transaction; there is no reason to identity a counterparty to satisfy any legal or regulatory requirements. In this way there are neither commercial, nor

---

36 If the transaction is instantaneously settled using a widely accepted and trusted fiat currency, the history of the medium of exchange used is of little concern (Fox 2008). The introduction of and the use of cryptocurrencies, including Bitcoin (see Nakamoto 2008), where the transaction history of an individual ‘coin’ can be viewed by all participants in the network raises interesting questions as to their fungibility. Users of various cryptocurrencies have reported seeing discrimination in the use of some coins based on their history, while some exchanges will actively prevent coins known to have been stolen from being traded (Vorick 2016). Privacy coins allow for the trade of cryptocurrencies uncoupled from any knowledge of the transaction history of individual coins (Narayanan et al. 2016). In Berg (2020) I examine the identity, fungibility, and anonymity of different money technologies.
compliance incentives to come to any sort of level of assurance over the identity of counterparties.

Finally, the absolute fungibility of the medium of exchange is assumed, in that no specialised payment mechanism needs to be established which might require any sort of identification, verification, or authentication process. In Berg (2020), I relax this assumption. In such a transaction, there are no identity costs to amortise over the course of the relationship; fixed identity costs are negligible, while variable identity costs are uniform across any scale of exchange relationship. This latter assumption is key as uniform variable identity costs (which in any case are close to zero in this example), mean there are no economies of scale to be had from multiple or frequent transactions between buyers and sellers.

The final dimension to be discussed as part of the identity cost framework is that of asset specificity. Asset specificity refers to the necessity for durable investment in support of a transaction (Williamson 1985). Specific assets are referred to as idiosyncratic in the literature, and are those assets which “have little or no general purpose outside the relationship between buyer and supplier” (Fallon 2000, 60). As identity costs are concerned, a transaction which has an identity cost of close to zero would require any investment in assets to have a high value in alternate uses with little or no loss of productivity, in the event those assets need to be redeployed ex-post (Williamson 1985). For the purposes of such a spot market transaction, with identity costs close to zero, I suggest a scenario where neither party has need to affirm the identity of either party, as fulfilling the ex-ante requirements of the transaction requires only standardised site, physical, human and dedicated assets (Williamson 1985). In practice, such a spot transaction, and investment in assets required to fulfil said transaction, are investments in general purpose assets due to interchangeability among a large and heterogeneous complement of potential counterparties.

I also assume, in the examination of a spot market transaction with identity costs as close as to zero as is practicable, that the good is private property. As private property, it is necessary to satisfy three criteria. The first is that the owner has exclusive rights over the use of the good, including the right to exclude others from using it. The second is the right to receive income from the use of the good. Third is the right to transfer ownership of that good as the owner sees fit, and in a contractual arrangement of their choosing (Cheung 1974, 1983). As the transaction involves the outright transfer of the property rights associated with the item of value, that is the item is not being leased or hired, the identity of the property rights associated with that good are trivial to ascertain, that is, those property rights are absolute.

However, as I shall now show, in transactions where trade and settlement are separated by time, the value of the good or services are of higher value, and where it is more difficult to

---

37 As an aside, the use of fiat cash and other forms of currency (including cryptocurrencies) can be used to hide past instances of exchange, and therefore ‘mask’ one’s identity. If the common assumption of fungibility—homogeneity—of money holds, there is nothing to trace a unit of currency to any transaction for which it has served as a medium of exchange. If I wish to conceal sexual, health, or other matters I can choose to transact using cash. That is, a truly fungible and therefore untraceable form of currency would serve to overcome a negative externality; concealing aspects of one’s personal life helps to cultivate a ‘good reputation’ (Posner 1979). To be sure, this assumption of homogeneity does not hold true in many circumstances, and I explore the implications of individual units of currency as having their own identity—history—at length in Berg (2020).
ascertain the quality of the goods to be transacted, as well as the property rights associated with them, the identity component will be greater than zero. This circumstance might occur in contractual arrangements such as an employment contract, or a credit arrangement. I use a credit transaction as part of my model. In this type of transaction parties will require a level of assurance over the identity of the other party, as well as the good or service itself. The demand for identity, and the actual level of assurance required will depend commensurately on the complexity and value of the exchange.

3.4.2 Positive identity costs

In this section, I provide some validity for the model using a stylised description of a credit transaction. The spot market transaction with zero identity costs as described above is close to the idealised market exchange of homogenous commodities combined with interchangeable buyers and sellers as defined by Telser and Higinbotham (1977 see also Salop and Salop 1976). While illustrative for benchmarking and counterfactual purposes, it is not illustrative or analogous to most economic, political and social transactions. Most exchange occurs under a veil of uncertainty, while disparities in access to information are clearly endemic. It is reasonable to expect that many transactions will incur identity costs to degrees which vary according to their complexity as well as their nature. I shall now illustrate the model by describing a transaction in which the identity cost is greater than zero.

One such economic exchange which will incur positive identity costs is that of a credit transaction, whereby trade and settlement are separated by time. Here, identity costs will be substantially greater than that of a spot market transaction. I shall thus examine the nature of the costs involved in establishing the identity of counterparties, as well as the commodity to be exchanged itself, while assuming the fungibility of the medium of exchange. I relax this assumption in Berg (2020). As is intuitively apparent, choices and decisions to transact, or otherwise, are derived from more than simply prices, tastes and technologies (Demsetz 1988); the identity of counterparties and commodity are of paramount importance to exchange (Williamson 1985). A simple description of the nature of credit transactions, and how they relate to my model follows. I shall then analyse this type of transaction using the framework set out in Williamson (1979) of uncertainty, frequency and asset specificity. Then I shall discuss how market-prices and indeed the availability of goods and services are derived in part from identity information, and then discuss the nature of identity in exchange.

Consider the stylised nature of a credit transaction. For the purposes of this model I have assumed that the amount lent is non-trivial, while the creditor is motivated to lend to the borrower for purely profit maximising reasons; they are under no legislative or other compulsion to enter a credit arrangement. In return, a lender expects to receive an amount of interest commensurate to the risk involved in entering such a contract, along with the repaid principal after some period. In comparison to a spot market transaction, a credit transaction such as this differs substantially in its complexity, and in the emphasis the parties involved will place on reaching some level of assurance over the vector of characteristics—the identity—of their counterparty; parties will subsequently be motivated to take steps to ameliorate information asymmetries and expose private information about their counterpart. In a credit transaction, while a borrower receives the principal at origination, the lender will not receive the total value of their asset—the loan—for some contractually designated
period, notwithstanding any default prior to settlement. Lenders must therefore consider two types of risk before they enter a credit arrangement with a borrower, namely credit risk, and market risk (McDonald and Thornton 2008). Credit risk, the risk that the borrower will not meet their obligations to repay the loan, is the risk that I am concerned with in this model. Market risk is a risk largely relevant to credit arrangements with fixed rates of interest and shall not form part of the analysis. It is credit risk which produces the private demand for identity on behalf of the lender.

A credit transaction involves a relationship between two parties which may last many years. As a result, the lender will seek to verify the identity of the borrower. A borrower’s identity from a commercial perspective is largely comprised of their distinct characteristics related to their willingness and ability to repay (Qi 2013). Similarly, a lender will need to quickly differentiate ‘their’ borrower from the larger population. That is, a lender needs the ability to pick out their borrower from a crowd.

A standard framework used by a lender is that of the ‘5 Cs of Credit’, which uses the metrics of capacity, character, capital, collateral and condition to assess credit risk (see Qi 2013, Strischek 2000). In addition, banks will typically evaluate (non-financial) personal information to determine the credit risk of borrowers. Identity characteristics including a borrower’s employment status, age, and number of dependents are typically used in such calculations (Ferreira et al. 2014). The difference between financial and non-financial metrics used to evaluate credit risk should also be considered as being somewhat analogous to that which differentiates between information contained in ‘signals’ and ‘indices’ (Spence 1973). With signals, an individual can take costly action to signal themselves as being an attractive counterparty, such as via having a significant amount of collateral available in the event of default. In contrast, many non-financial risk metrics examined by creditors, such as age or number of dependents, are immutable characteristics and serve as a proxy for unobservable characteristics (Phelps 1972a, 1972b, Arrow 1972a, 1972b, 1973). As described in this model, the production of such information is exogenous. This assumption is relaxed in Chapter 4.

Frameworks such as the ‘5 Cs of Credit’ seek to determine factors which may impact on the borrower’s willingness and ability to repay, and hence determine their credit risk. In utilising such a framework, lenders will typically require potential borrowers to supply substantial documentation to attest to their claims, such as proof of income (Murphy 2011), while also allow access to external credit scores (Crawford, Meh, and Zhou 2013, McDonald and Thornton 2008). These identity characteristics are passed on to relevant parties in the form of income related paperwork, electronic files, and government issued identification; all this documentation comprise the identity technologies employed in such credit transactions.

In addition to the practices associated with determining whether a borrower is able and willing to pay according to the conditions set out in the credit contract, lenders must also typically address legislative and regulatory requirements to fulfil ‘Know Your Customer’ (KYC) obligations. These requirements are an example of the public demand for identity. KYC requirements, such as those arising from the Bank Secrecy Act and the Patriot Act in the United States (see Bilali 2011), as well as the Anti-Money Laundering and Counter-Terrorism Financing Act in Australia (see Deitz and McLeod 2007) have their origins in efforts to counter illegal activity such as illicit drug trafficking and terrorist activity. Thus, both commercial and
regulatory imperatives oblige lenders to identify their customers prior to entering a financial relationship, their ability to repay at the origination of a loan, and monitor their borrower’s behaviour and circumstances on an ongoing basis (Bilali 2011). These legislative and regulatory practices—the public demand for identity—are instances of a state actor assigning the responsibility to derive private information about criminal activities to commercial actors such as banks.

Due to the presence of uncertainty, itself derived from the behavioural assumptions of bounded rationality and opportunism, ex-post behaviours of parties to a transaction are unknown. Thus, in a credit transaction, for reasons of asynchronous knowledge of circumstances (Hayek 1945), along with bounded rationality and opportunism (Williamson 1985) and information asymmetry (Akerlof 1970) lenders are required to come to a level of assurance over the identity of their counterparty. These commercial requirements are further extended by legislative and regulatory mandates to understand the identity of counterparties in financial relationships such as credit contracts.

As determined by my model, the uncertainty involved in such a credit transaction, the possibility that ex-ante contractual expectations will not be satisfied ex-post, require that profit maximising lenders take commercial considerations into account and evaluate the ability and willingness for the borrower to repay. These ex-ante costs take the form of collecting and extracting information from documentation and attestations by the borrowers that they have the capacity, character and capital to make required repayments, as well as sufficient collateral in the event of default; collateral inspections and verifications are particularly important for long term credit arrangements such as mortgages. Collateral in this case should be considered as a type of contractual safeguard to manage hazards arising from uncertainty (Williamson 1985). Identifying the nature and value of items committed as collateral incurs additional identity costs which manifest in physical inspections and documentation including property titles and deeds. Similarly, costs in identifying counterparties are also incurred to satisfy compliance obligations as discussed earlier.

In the case of a credit transaction, and in contrast to the spot market transaction described earlier, information asymmetry is acknowledged and addressed by the identification of counterparties, and the characteristics of counterparties, such as their ability and willingness to repay. In addition, and in a case where a good or service is to be exchanged, identity costs to determine quality also become apparent. In the presence of asymmetric information (Akerlof 1970) in the determination of quality, identity costs are incurred where non-trivial assessment of quality takes place; this may include the use of specialist knowledge or equipment. I posit that, in the presence of uncertainty, addressing these commercial and compliance obligations incurs positive identity costs that are endogenous to most classes of transactions.

Frequency of exchange, and the establishment costs relating to the identification of counterparties are similarly non-trivial in a credit relationship. As discussed earlier, those parties to a credit transaction have significant incentive, both commercial and in some cases compliance related, to come to some level of assurance over the identity of their counterparty. Consider the lender in my model, who must incur ex-ante identity costs related to the governance structure of contractual arrangements, whose costs must then be
amortised over the course of any relationship. These identity costs, as discussed, take the form of collecting documentation and attestations related to the ability and willingness of a borrower to meet their financial obligations. In some circumstances the identification of, and assurance over, any collateral put at risk as part of the credit arrangement also incurs positive identity costs. In contrast to the spot transaction examined earlier, there is a significant degree of heterogeneity amongst market participants; parties to a transaction have significant incentive to establish the identity of their counterpart. Thus, in such a transaction, there are positive identity costs to amortise over the course of the relationship. Fixed identity costs, perhaps in the form of KYC obligations on the behalf of financial institutions, are positive, while variable identity costs may exist to some degree across such an exchange relationship, such as those related to anti-money laundering efforts. Variable costs are variable in the sense they are ongoing across a relationship; money transacted or deposited must be screened for its association with illegal activities. The presence of identity costs (both fixed and variable), and the specialised human capital and equipment required to process attestations related to identity, mean there are identity cost minimising economies of scale to be had in the case of credit transactions.

Asset specificity, the necessity for durable investments in support of transactions, exists on a spectrum from general purpose assets, to idiosyncratic assets which “have little or no general purpose outside the relationship between buyer and supplier” (Fallan 2000, 60). In examining the credit transaction illustrated by the model, highly idiosyncratic investments are made in support of the transaction. As discussed, commercial and compliance requirements dictate that lenders incur non-zero identity costs to enter such transactions, evaluating credit risk, fulfilling KYC obligations, and so forth. Incurring these identity costs require specialist knowledge and equipment in the form of human capital and information technology, and have little or no value outside of the bounds of these transactions. There is no value to be derived from alternate uses of attestations as to a counterparties willingness and ability to repay outside of a transaction. In practice, assets employed for the purposes of credit transactions are highly idiosyncratic.

The occurrence of identity costs, and the information derived from incurring those costs, have commercial and compliance origins, as well as commercial and compliance implications. Commercial origins refer to the need to establish a borrower’s willingness and ability to repay. The ‘5 Cs of Credit’, (see Qi 2013, Strischek 2000), as well as personal information like age and number of dependents (Ferreira et al. 2014) are used by financial institutions to price financial products. This is intuitive; there is a risk premium applied to high risk borrowers as compared to low risk borrowers in the form of increased interest rates (Magri and Pico 2011). Lenders require higher returns from a loan asset which comes with a higher likelihood of default. The commercial implications of this are clear, lenders price their products based on the identity of their borrowers; credit markets are not made up of homogenous participants. In addition,

38 New regulations, including the Payment Services Directive (PSD2) in the EU, mandate that financial institutions allow third party access to customer banking data. This data could relate to KYC checks, as well as transaction based data (Jackson 2018). Through such ‘Open Banking’ initiatives, which are designed to increase innovation in the financial sector, banks may be able to derive revenue from selling identity information related to their current customers, thereby providing alternate uses of attestations as to a counterparties willingness and ability to repay.
identity costs preclude many individuals from accessing banking and financial services. High costs of compliance in the form of KYC requirements can become barriers for certain classes of consumers; if marginal identity costs incurred are larger than marginal benefits received, lenders will not enter certain transactions. In this way, the unbanked and the underbanked have identity origins (Durner and Shetret 2015).

The positive nature of identity costs is readily understood when one considers the human and information technology resources that are used to provide some security against the uncertainty which is endemic in a world of bounded rationality, opportunism and informational asymmetry. One can readily understand the nature of the identity costs which traditional financial institutions incur in satisfying these commercial and compliance considerations which are required when entering such a credit relationship.

3.5 The nature and measurement of identity costs

I have now given a stylised description of a credit transaction, and established that transactions include an identity component. That is, I have contributed the existence of identity costs to the transaction cost literature. This is so because there are frictions, costs and other impediments involved in establishing the identity of; a counterparty; the item of value to be exchanged; and the medium of exchange used as part of the transaction. The identity of money was assumed to be outside the scope of this model. The measurement of transaction costs as they relate to resource allocation has been highlighted as an important and worthy research area since Arrow (1969). Coase (1988, 6) similarly describes transaction costs and their measurement as key to understanding the economic system, as well as “a basis for determining policy”. To this end scholars since Wallis and North (1986) have made attempts to measure the extent of transaction costs.

Wallis and North (1986) first attempted to formally measure the extent of transaction costs across an economy, using transaction services as a proxy. It is important to note that transaction services incur only those transaction costs that result in a market exchange, and they concede that other transaction costs not resulting in any market exchange are excluded using their methodology. Wallis and North (1986) conclude that transaction services comprised 45 per cent of the US economy in 1970, up from 25 per cent in 1870. To come to this calculation, they used as a proxy ‘transaction services’ which can be delineated into two types. The first arises from ‘transaction industries’, which include the National Income and Produce Accounts (NIPA) of “Finance, insurance and real estate; Wholesale Trade; and Retail Trade” (Wallis and North 1986, 103). The second type of transaction services they define are those observable transaction costs which are incurred in industries outside of the transaction sector. The wages of those workers engaged in these two types of transaction services are then estimated, and aggregated.

In addition to that of Wallis and North (1986), other studies have since attempted to measure the extent to which transaction costs comprise market based economic activity. Dollery and Leong (1998) used the same methodology as Wallis and North (1986) to measure the level of transaction costs in the Australian economy. Polski (2001) attempted to quantify transaction costs in a more precise way, studying the level of transaction costs within the financial industry. The variation between the methodology used by Wallis and North (1986) and
Dollery and Leong (1998), compared to that used by Polski (2001) should be apparent; while the former three studies defined the finance sector as a pure transaction industry, the latter characterised the industry was comprised of both transformation and transaction components.

Scholars have since attempted to include non-market transactions in their measurement of transaction costs. According to de Soto (1989) these include estimating time engaged in administrative activities, paying bribes to officials, obtaining permits and other non-market costs as described by. Other scholars have concluded that ex-ante, non-market transaction costs may be higher in developing, rather than developed, economies (Kachwamba and Sæbø 2011). I have introduced identity costs as a subset of transaction costs, and I now suggest their nature and provide some brief illustrations as to how they might be measured in the future.

Using the Polski (2001) methodology, it might be feasible to identify, and suggest how to quantify the level of identity costs in an industry. For instance, Polski (2001) described the commercial banking sector as generating two types of transaction costs. One, the interest expense, is the cost of borrowing funds, while the second are those which “reflects the costs of information and coordination” (Polski 2001, 4). As discussed earlier, credit transactions incur both private and public demand for identity; financial institutions incur identity costs related to both commercial and regulatory considerations. As I have shown in my model, prior to entering credit relationships with borrowers, profit maximising firms in the finance industry seek to determine the willingness and ability of borrowers to repay, and enter contracts with them that are priced based on metrics derived from credit checks. Similarly, financial institutions are also typically required by financial regulators to conduct KYC checks of customers which relate to anti-money laundering and counter-terrorism financing (AML/CTF) requirements. These commercial and regulatory requirements incur identity costs. These are substantial. Globally, KYC requirements are a substantial burden on financial institutions. According to Thomson Reuters (2016), financial firms spend on average USD60 million a year complying with KYC requirements, and for some firms this can reach USD500 million. Compliance costs are in some cases so high that they are cited by some financial institutions as the reason they do not serve some markets; high, and rising, identity costs preclude many individuals from accessing banking and financial services (Durner and Shetret 2015). As KYC costs function as a proxy for identity costs, total identity costs just in the financial sector can be assumed to be substantial if calculated using the methodology of Polski (2001).

Likewise, measuring identity costs may also be approached using the methodology of Wallis and North (1986) and Dollery and Leong (1998). This methodology determines that transaction costs which are incurred in industries outside of the transaction sector can be determined by “costs borne by the consumer that are not transferred to the seller of the good” (Wallis and North 1986, 98). It might be feasible to determine the identity costs that are borne by a bank in entering a credit contract that are not then transferred to a borrower through transfer of principal. An opportunity to examine identity costs across industries or even an entire economy would be a rich area for future research.
3.6 Identity costs and the nature of the firm

Another contribution of this chapter is that certain hierarchical organisations—banks—exist because of identity cost economising. The transaction cost theory of the firm maintains that vertically integrated organisations exist because of transaction cost economising (Fallan 2000, Kemp 2006, Klein, Crawford, and Alchian 1978).39 Contractual arrangements, and their institutional context, whether market or hierarchy based, are in this way determined by “underlying differences in the attributes of transactions” (Williamson 1985, 68). Earlier in this chapter I raised the likelihood that different organisational arrangements might be considered from the context of identity cost economising. If the costs of determining contract relevant characteristics of a counterparty to exchange are sufficiently high, it might be advantageous to structure governance arrangements to economise on these costs. As described in this chapter, due to both commercial and regulatory reasons, identity costs in credit transactions are indeed high. I shall now briefly use the example of the financial industry, and retail banking more generally, to illustrate the ways in which certain hierarchical organisations exist because of identity cost economising.

Retail banking, or commercial banking firms, offer financial products including personal loans, mortgage loans, credit cards, and so forth. The model I have contributed as part of this chapter can be used as a lens to view hierarchical organisations, such as retail banks, in the context of identity cost economising (see Williamson 1985). Such an approach, using the broader category of transaction costs, has been used previously to examine integration and hierarchical organisation, for instance; in the automotive industry (Argyres and Mostafa 2016); the semi-conductor industry (Leiblein and Miller 2003); and to examine potentially anticompetitive behaviour (Levy, Spiegel, and Gilo 2018, Williamson 1985). What I now seek to do is describe retail banking from an identity cost perspective, and trace the existence of such banking firms to reasons of identity costs minimisation and conditions of asset specificity. I outline the key finding from this section in Table 2 below.

<table>
<thead>
<tr>
<th></th>
<th>Spot market transaction</th>
<th>Credit transaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of exchange</strong></td>
<td>Large establishment and ongoing identity costs not justified. No identity costs to amortize over the course of a relationship.</td>
<td>Large establishment and ongoing identity costs justified. Significant fixed and variable identity costs to amortize over the course of a relationship.</td>
</tr>
<tr>
<td><strong>Asset specificity</strong></td>
<td>No necessity for investment in specialised assets to determine, and monitor, identity of counterparties.</td>
<td>Specific assets necessary to determine, and monitor, identity of counterparties.</td>
</tr>
<tr>
<td><strong>Identity costs</strong></td>
<td>Zero</td>
<td>Positive</td>
</tr>
</tbody>
</table>

39 Here I examine the implications for economies of scale in certain types of organisations. Economies of scope are not considered as part of this analysis.
In a highly-stylised view of retail banking, financial institutions seek to aggregate surplus financial capital, and allocate that capital to individuals and organisations who require it. The holders of surplus capital—lenders—deposit their excess capital into financial institutions, which then lend out those funds to borrowers. A difference between the interest paid, and that received, is the net interest income for a bank which offers these simple financial products. However, in principle, such an arrangement might occur through decentralised market based interactions. I shall briefly describe how this might work.

In a decentralised fashion, an individual lender advertises the amount they are willing to lend, the duration of any credit relationship they are willing to enter, and the price they are willing to receive (the rate of interest). It should be noted that such a rate of interest might itself be based on a credit check to determine the relevant risk premium. In the event there is a double coincidence of wants—a borrower is found who satisfies the lenders criteria—a credit contract is created. Now consider identity costs which might be incurred in the process of such a decentralised market based transaction. Recall that ex-ante transaction costs may consist of search costs, costs associated with negotiating, or the drafting of agreements, while ex-post transaction costs include those associated with the governance structure related to the monitoring of an agreement and dispute resolution (Arrow 1969). Also recall that identity costs are those transaction costs which relate to reaching a level of assurance over the identity of one’s counterparty, the nature of the good or service to be exchanged, and so forth.

I have already determined that in a credit transaction, identity costs are greater than zero, without yet offering a determination as to why such credit transactions might typically be conducted through hierarchical organisations, rather than through decentralised market exchange. The commercial and compliance considerations discussed earlier are the origins of such identity costs, which must be met and satisfied by any lender with profit motives, and who also has a desire to operate within legal limitations. Credit checks, obtaining documentation and attestations as to the willingness and ability for borrowers to repay, are ex-ante identity costs, to which must be added search costs to find suitable borrowers in the first place. Similarly, ex-post identity costs pertaining to monitoring a borrower throughout the course of a contract are also incurred. To perform these requires specialist knowledge; the pricing of credit risk for instance, and the knowledge required to comply with complicated financial legislation and regulations require significant investment in human capital and information technologies. Such asset specific investments related to credit risk and compliance obligations imply that for reasons of identity cost economising, such tasks will be carried out within a hierarchical firm. In effect, lenders amalgamate within the hierarchy of a commercial bank to economise on both ex-ante and ex-post identity costs (Klein, Crawford, and Alchian 1978).

As I have shown with my model, a transaction cost, and now identity cost, theory of the firm suggests that institutions such as banks amalgamate groups of lenders—or more accurately, they amalgamate their surplus financial capital—into one organisational entity due to identity cost economising. Identity technologies like government issued identification, as well as income statements and credit reports are expensive to collect, verify, and therefore utilise to
coordinate commercial activity; banks economise on these costs. Vertical integration to save
on such identity costs is also dependent on the identity technologies available. New ways to
coordinate economic activity, and costlessly verify identity information passed on by
counterparties may cause such economies of scale to disappear. Blockchain and distributed
ledger technology, first seen in the Bitcoin cryptocurrency (Nakamoto 2008), along with
associated technologies like public key cryptography and zero knowledge proofs may allow
counterparties to provide attestations about themselves with probabilistic certainty that the
relevant attribute is correct, reducing identity costs substantially (Casey and Vigna 2018, Swan
2015). In this respect Berg, Markey-Towler and Novak (2020) provide an overview of the way
blockchain technology might provide new infrastructure for the purposes of identity
attestations and management, including as it relates to ‘self-sovereign identity’. Such
blockchain applications might allow individuals or organisations to make claims as to their
income, past credit history and pass on other relevant identity information at greatly reduced
cost.

3.7 Conclusion

The underlying theme of this thesis posits that economic and political actors are
heterogeneous; they have varied endowments, tastes, and preferences. This heterogeneity
breeds uncertainty. As such, the absence of countervailing institutions would likely stifle
human interaction. One major contribution of this chapter has been to develop an identity
cost model of exchange, and outline one such mechanism by which economic actors purchase
predictability as to the future state of the world, by divining private information from a
counterparty to exchange. This desire for predictability manifests itself in the demand for
identity, which as I have shown can be both private and public. This private information is
related to an individual’s willingness and ability to repay a loan, in part based on their previous
actions. These previous actions make this model ‘backward looking’, as identity costs incurred
reveal private information which is derived from what an economic agent has done in the
past. That is, if you have acted this way in the past, I can reduce uncertainty as to the future
state of the world by assuming you will act in a similar way in the future. An identity institution
which is ‘forward looking’ is examined in Chapter 4.

The mainstream view of economic exchange, whose contributions resulted in a substantial
economic literature examining the price system (Demsetz 1988), paid little regard to the costs
involved in market functionality. Indeed, if such a price-centred theory of exchange was
comprehensive, reputation mechanisms, credit reports, government issued identification,
and other identity technologies with which to transmit non-price information would be
superfluous. From such a perspective, a decentralised market economy would function to
allocate resources based solely on information transmission through relative prices (see Hayek 1945). To be sure, this is not the world in which most exchange occurs. Acknowledging
the deficiencies in such an analysis, and through the inclusion of identity costs, reveals that
during most exchange, information related to the identity of people, goods and things is
exchanged concurrent to the exchange of value.

Using the transaction cost framework of uncertainty, frequency and asset specificity
(Williamson 1985), I have developed a model which determines that transactions incur
identity costs, and that those identity costs are present in all but the most trivial forms of
This model uses a highly-stylised credit contract to show the way in which lenders incur non-trivial costs to counteract—and reveal—private information held by borrowers. To be sure, the ‘production’, purchase, or attainment of such private information is assumed to be exogenous for the purposes of this model. In Chapter 4 I relax this assumption and describe the way individuals can cultivate a reputation as a trustworthy borrower, and so forth.

Individuals and institutions, for commercial and compliance reasons, are incentivised to come to a level of assurance over the identity of their counterparty, as well as the item to be exchanged, which varies according to the complexity of the transaction. These same identity characteristics can also impact on the price at which exchange occurs, particularly in credit transactions. Identity information is exchanged via identity technologies, which include government identification and reputation. Identity costs are also quantifiable, and warrant further study. Proxy measurements, including the expense involved with satisfying KYC regulations, suggests that identity costs are substantial, especially in the finance industry.

As identity costs are a distinct and significant subset of transactions costs, another contribution of this chapter is that hierarchical organisations like retail banks exist to economise on identity costs. Groups of lenders aggregate the expense involved in determining the identity of borrowers, and the basis over which they transact. Such vertical integration is dependent to a great degree on available technology, with new ways to assert claims about oneself, including using blockchain technology, presenting ways in which such hierarchical organisations might see institutional competition (see Berg, Markey-Towler and Novak 2020).
Chapter 4. A hostage model of identity

4.1 Introduction

The main contribution of this chapter is to advance a private ordering mechanism of hostage exchange where identity assets are offered as credible commitments. These identity assets are supplied as part of exchange because there is value to the offeror in doing so. As I shall demonstrate, the supply of identity can lead to access to closed networks, while favourable pricing decisions can be reached through their use. These identity assets are then at risk—this is what I term ‘identity at risk’—of exploitation by the wronged party in the event of non-compliance with ex-ante expectations.

Credible commitments have long been understood to constrain the actions of counterparties (see, for instance Schelling 1960). Owing to the heterogeneous nature of economic and political actors, human behaviour is difficult to predict; the endowments, tastes, and motivations of heterogeneous actors are private information. Underpinning this thesis is the idea that identity serves to overcome this inherent uncertainty. Here, and throughout the thesis, identity is a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals.

Without mechanisms by which uncertainty might be overcome, the ability to “truck, barter, and exchange” is constrained (see Smith 1776a, 117). As described in this chapter, one mitigative form are those motivational constraints on the future actions of individuals. Constraining the actions of a counterparty to exchange limits their choice set, and therefore increases the predictability as to the future state of the world. In contrast to the role of identity as examined in the previous chapter, this current chapter sees an individual’s identity—as derived from past actions and therefore their history—as ‘forward looking’. That is, placing what I describe as an ‘identity asset’ at risk restricts the choice set of an individual, and therefore increases the predictability of the future state of the world.

Crucially, the constraints I describe in this chapter form a type of privately devised and enforced apparatus which is not derived, or dependent, on state authority (Stringham 2002, 2015). As developed by Williamson (1983, 1984), the exchange of hostages is one such mechanism used to support exchange in the presence of uncertainty, as derived from the combined behavioural assumptions of bounded rationality and opportunism. Williamson’s original model sees those hostages placed ‘at risk’ by the posting party, and subsequently at the disposal of the other party should there be ex-post deviations from contractual specifications. In this respect, these hostages bear similarity to a ‘bond’ or a ‘deposit’ common in many bilateral contracting arrangements (see, Milgrom, North, and Weingast 1990).

The role that these identity assets play in economic exchange (offered as credible commitments) is important for several reasons. The first of these is that exchange relationships in the absence of perfect information rely on institutions to “substitute for this knowledge” (Benson 2000, 26). Without these institutions trade is subdued, with good quality products ‘driven’ out of the market (Akerlof 1970). Here, the identity of counterparties to exchange is a fundamental aspect of most trading relationships. An absence of knowledge as
to the identity characteristics of a counterparty would likely rule out otherwise profitable trades (Akerlof and Kranton 2000, Ben-Porath 1980) owing to the prevalence of informational asymmetry (Akerlof 1970, Spence 1973, 1974, Rothschild and Stiglitz 1976, Section 2.2.1). Markets in their various physical and virtual forms are not comprised of anonymous and homogenous participants (Demsetz 1988, Williamson 1985).

A second (related) reason for the consideration of identity in economic exchange is that pricing decisions are not made solely on the attributes of that which is traded (Allen, Berg, and Markey-Towler 2019). This reflects pricing decisions which in turn echo the probabilistic likelihood of opportunism and other uncertainties in future behaviour.

A final reason reflects the importance of the exchange of identity assets in the absence of efficient or costless public ordering mechanisms. As the private ordering literature makes clear, efficient public ordering solutions to contractual disputes are not always applicable. Yet the absence of enforceable international commercial law (see Rasmussen 2000), the ‘low trust environment’ of the internet (see Benson 2000), as well as dysfunctional systems of public courts in developing nations (see McMillan and Woodruff 2000) does not result in an absence of productive activity in these areas. Rather, contractual relationships emerge and persist, facilitated via private ordering solutions which make these contractual relationships worth establishing in the first place. As Stringham (2015, 59) notes, the cooperation observed in economic exchange cannot simply and solely be attributed to the “threat of law”. This is in no small part due to the advantages contracting parties have in monitoring and evaluating the actions of their counterparties over time, compared with the more limited ability of a public institution to do so (Charny 1990).

This chapter provides a logical extension to the original hostage model of exchange. My contribution is a model with a three-part contracting period to demonstrate the supply of identity. In the first, traders incur costs to manufacture identity assets which can then be used in future transactions. In the second, traders negotiate contracts, in part based on these identity assets. These are then placed at risk of exploitation in the event of ex-post divergence from ex-ante expectations. Crucially, the presence or absence of those identity assets allows for the participation in certain activities or networks. In the third part of the contracting period, identity assets are either returned unharmed, or exploited if those contractual expectations are not met. As I shall discuss later in this chapter, this model anticipates that individuals might be seen to place certain aspects of their identity ‘at risk’, to participate in certain transactions, as well as be accepted into certain networks.

The model I have developed, where individuals place their ‘identity at risk’ as a prerequisite to participate in certain human interactions, predicts and explains some common behavioural practices. For instance, it is difficult to explain the value of a letter of recommendation without considering the use of an identity hostage. If there were no motivational constraints on the issuance of a recommendation, there would be little to prevent an individual from writing them for every person who asks for one. Only when there is the potential for reputational (or other) damage might this practice be expected to be constrained. As popularised by Donnie Brasco, the 1997 film starring Johnny Depp and Al Pacino, when the mafia member who vouched for the undercover FBI was murdered, sanctions can in some cases be extreme. The film ‘Donnie Brasco’ was of course a product of Hollywood, however it
portrayed real life events by the New York mafia in the 1970s, and revealed the ways in which closed networks protect their exclusivity.

Restricted computer networks would similarly lose the value of exclusivity in the absence of such a behavioural constraint on gatekeepers. If a gatekeeper to a closed network could grant access to anyone they so choose with no negative consequences to themselves, such a network would soon become little distinguishable from an open one. Some asset of the gatekeeper must be available for exploitation to constrain indiscriminate access to permissioned networks. Examples throughout this chapter will further elaborate on these predictions.

This chapter proceeds as follows. Section 4.2 introduces and outlines the original model of hostages as credible commitments as originally set out by Williamson. Section 4.3 introduces the hostage model of identity. Here I contribute two versions of my model, provide examples to illustrate, and discuss interesting aspects of the model. Section 4.4 concludes the chapter.

4.2 Hostages as contractual safeguards

The exchange of hostages as a means to ‘tie ones hands’ (Schelling 1956, 1960) is a private ordering solution to (contract) uncertainty. This uncertainty is derived from the behavioural attributes commonly assumed in transaction cost economics. As such, rather than being a quaint holdover from a bygone era (Schelling 1956 footnote 17), the use of hostages in supporting “exchange is widespread and economically important” (Williamson 1983, 537, see, also Williamson 1984). As originally set out by Williamson (1983), the use of hostages is a model which rejects theories of exchange in which contract disputes are assumed to be able to be cheaply, reliably and impartially settled through courts.

Hostage exchange therefore runs counter to any tradition of ‘legal centralism’, where judgement is administered authoritatively and expertly by the state (Galanter 1981). That is, their use consists of a type of ‘contractual safeguard’ (Williamson 1985) which incentivises one or both parties to a transaction to continue with the contractual agreement without deferring to a third-party (state) actor (Hayek 1948, Klein and Leffler 1981, Telser 1980). According to the model I develop in this chapter, these types of commitments incentivise cooperation even in circumstances where recourse to courts of law and other legal mechanisms are not available (see, for instance Schelling 2006, Campana and Varese 2013, Gambetta 2011).40

Williamson’s original model sees a hostage situation as a viable governance arrangement due to the combined consequences of bounded rationality and opportunism. Bounded rationality

---

acknowledges the intendedly rational but limited cognitive abilities of economic agents (Simon 1957, 1961, Williamson 1975), while opportunism describes “self-interest seeking with guile” (Williamson 1985, 47). To these should be added a third aspect of the transaction costs framework, that of asset specificity. This describes a spectrum where, at the extreme, assets specific to some exchange have little or no use outside that relationship (Williamson 1985). To be sure, they might be redeployed, but at heavy productive discount to their original intended use. Chapter 3 of this thesis examines these elements as they relate to transaction cost economics, and particularly identity costs, which I have contributed to the literature. I now briefly describe the hostage model as set out by Williamson (1983, 1984).

Williamson’s hostage model consists of two-periods with buyers and sellers. Buyers and sellers are both risk-neutral and profit-maximising. In the first period buyers order the product. Any necessary investments in productive capacity are made in this first period by the seller. These investments can be of the general purpose, or specialised, type. In the second period, the buyer makes the decision to confirm the order and take delivery of the good in question, or not. As is typical of the transaction costs literature, the assumptions of bounded rationality (Simon 1957, 1961) and opportunism (Williamson 1985) are employed. These have the consequence of creating uncertainty as to the future state of the world.

Williamson’s hostage model broadly considers two potential contract fulfilment arrangements, which largely differ depending on the technological alternatives used. In the first circumstance a general-purpose technology can be deployed to produce the good in question. This general-purpose technology is, by definition, largely fungible across uses; it can be redeployed to other uses with no material loss of productive capacity. In contrast, a special-purpose technology might also be used to fulfil the terms of the contract (Williamson 1985, 1991). The special-purpose technology differs in productive efficiency, being better able to produce the requisite good than the general-purpose technology. However, one cost incurred by the producer is the exposure to the risk of reduced value in alternate. Here it is illustrative to view the investment in such a special-purpose technology as being at least in part ‘sunk’, or ‘non-salvageable’ (Klein and Leffler 1981). In comparison, the general-purpose technology, when used in some other process, has a near absolute salvage value.

To illustrate the trade-offs between these two technologies, Williamson demarcates the two periods of a model contract. In the first, buyers place an order. It is here also where productive technologies are deployed, and where associated costs are incurred. The second period is where buyers take delivery, or choose not to. In contrast to a general-purpose technology, whose entire value—at the extremity of the asset specificity spectrum—can be realised through redeployment to an alternative use, a special-purpose asset can only be redeployed at a material loss of productive value. Thus, as the use of the specialised technology increases, vertical integration becomes a more attractive governance arrangement due to the increased (opportunism) cost of contracting (Klein, Crawford, and Alchian 1978, Williamson 1985). However, by offering a hostage, the buyer presents a credible commitment which is a contractual safeguard from the perspective of the seller. This model sees the seller indifferent to the use of technology, as the hostage—appropriately valued by the buyer (Raub and Keren 1993, Williamson 1983)—provides sufficient incentive to abide ex-post with the ex-ante contractual arrangements.
The posting of hostages is not necessarily the sole purview of the buyer. *Mutual* hostage posting is also a viable governance arrangement. This arrangement sees both buyer and seller exchange valuable resources which would be lost in the event of *ex-post* opportunism (Milgrom and Roberts 1992, Williamson 1985). The use of hostages is therefore *motivationally* credible, rather than *imperatively* so (Shepsle 1991, see, also North 1993).41 As such, absent the provision of a hostage, goods produced by specialised technology will see a higher price charged to the buyer; buyers “should not expect to have their cake (low price) and eat it too (no hostage)” (Williamson 1983, 538).

### 4.3 A hostage model of identity

The exchange of hostages as a commitment device is a means by which one’s exchange ‘opportunity set’ is expanded (Shepsle 1991). Rather than being a historical oddity from the ancient world (see, for instance Panagópoulos 1978, Allen 2006), hostages are an effective means to commit not to “renge on the promises made in the past” (Coyne and Boettke 2009, 5). Importantly, this also has some effect on the price of that which is exchanged, depending on the presence or absence of the hostage, as well as the value of that hostage (Williamson 1983). How, therefore, can hostage taking be extended to a more generalised model of exchange? In this section I develop a hostage model of identity, and subsequently describe some aspects and novel variants of this simple model. The development of this hostage model of identity is the main contribution of this chapter. In addition, I expand on the concept of identity assets—information assets—as they relate to this (modified) hostage model. As I will set out, a simple hostage model of identity sees hostages posted in a *motivationally* credible way. In addition, and dependent on the governance arrangement of the exchange scenario, hostages can be either exploited through execution, or revelation.

As my contribution to this literature will demonstrate, the model I set out is more dynamic as compared to the original. The nature of this dynamism will become apparent throughout the chapter. While the original model concerns unilateral or bilateral trade, the model I set out below is multilateral; it considers n-sided interactions (Origgi 2017). The nature of n-sided interactions is set out in Section 2.2. I assert that this is more realistic in that it accounts for the role in which information dissemination networks, and indirect interactions (see, Alexander 1987), play in screening, constraining behaviour (Ostrom 1986), as well as delivering sanctions (Carr and Landa 1983, Posner 1996). In addition, the identity hostages used in my model are information assets, in contrast to the financial—or otherwise tangible—assets as used in Williamson’s model. This point is further expanded upon in the remainder of the chapter.

---

41 Odysseus having himself tied-up by his crew to resist the temptations of the Sirens would be an example of a commitment having *imperative*; he had no agency to act otherwise as he was physically incapacitated (see, for instance Boettke 2011, Shepsle 1991). William the Conqueror burning his ships after landing in England was similarly *imperatively* credible (Milgrom and Roberts 1992).
4.3.1 The basic hostage model of identity

In my model there are buyers and sellers. Both are risk-neutral and profit maximising. The model consists of a contracting period broken up into three parts. In the first, individuals make decisions to purchase, and are otherwise allocated, identity attributes. In the second, decisions to enter a contract to purchase a product are made. This second period sees any investment in productive capacity made by the seller, along with the posting of any hostages. In the third period, orders are confirmed, and delivery is taken, or not. In this third part, the fate of the hostage is decided. This is dependent on the *ex-post* state of the world, and how that conforms to *ex-ante* contractual expectations. I shall now elaborate on my hostage model of identity.

The first part sees individuals purchase, or have allocated to them, identity assets. Their purchase consists of both financial, temporal, and other sacrifices such as educational attainment to cultivate a reputation, and so forth. Identity assets are also allocated exogenously as I discuss later in this section. At the outset, it should be stressed that their nature is ‘suggestive’ rather than ‘definitive’ (Williamson 1983).

The second part of the model is where exchanges are negotiated and orders are placed. Crucially, identity assets serve to disaggregate economic actors on an *ex-ante* basis (Shapiro 1983b). That is, decisions to allocate resources will not just be made based on the vector of characteristics of the good or service in question (Lancaster 1966, 1971, Allen, Berg, and Markey-Towler 2019), but also on the qualities of the identity assets posted by counterparties to exchange. That is, decisions to allocate resources are made based on the identity of the individual—the vector of characteristics associated with that unique individual. It is the communication of identity assets that I characterise as the posting of hostages. Put another way, identity assets posted as hostages to facilitate some exchange consist of the identity at risk by the posting party. Another contribution of this chapter is the introduction of identity at risk, and the analysis of this identity institution in facilitating economic exchange.

What I define as identity at risk (IaR) is an information asset subsequently put in a position where it is exploitable by the counterparty in the event a promise is reneged on. As I later explain, this exploitation can occur in one of two ways. This exploitation can be via execution, or revelation, depending on the context of the original underlying transaction or exchange relationship. The perceived value of the identity assets posted is reflexive of the ‘trust’ stimulated by the observation of those characteristics by other economic actors (Bolton, Katok, and Ockenfels 2005). That is, positive (negative) identity assets posted are likely to engender trust (distrust).

As Cabral (2005, 3) notes when talking about reputation, identity characteristics communicate the idea that another “is something”, while ‘trust’ is the anticipation that they will “do something”. Hence trust follows reputation. In this respect, Section 2.2 of the thesis outlines the economic literature on reputation. To be sure, identity characteristics and the trust they engender will be entirely context dependent. The acts involved with cultivating a violent reputation (Silverman 2004) will have an entirely different motivation to those acts involved with cultivating a reputation as an honest seller on an online marketplace (see, for instance Bolton, Katok, and Ockenfels 2004, Brynjolfsson and Smith 2000), or displaying a
medical degree on an office wall. That is, these motivations—and hence the categorisation of what comprises ‘good’ or ‘bad’ identity characteristics in differing contexts—will be derived in large part by the ‘group’ in which the individual in question resides (Akerlof and Kranton 2000), as well as the exchanges they might be trying to pursue. This aspect is reminiscent of the behavioural prescriptions relevant to different social groups as set out in the ‘identity economics’ literature, which is outlined in Section 2.2.2.

Here it is also important to emphasise the pricing decisions made based on the identity assets posted by the negotiating parties. Absent any identity at risk, buyers “should not expect to have their cake (low price) and eat it too (no hostage)” (Williamson 1983, 538). To be sure, these identity assets—of which reputation is surely a critical one—can be derived from both the previous actions of that individual, as well as the previous actions of, or prejudice against (Becker 1957), the group which that individual is a member of. In this respect, Chapter 2 outlines the literature relating to the economics of discrimination, individual identity, group membership, and group identity.

The third and final part of the contracting period is where orders are fulfilled (or not). It is in this final part that any differences between ex-ante expectations and ex-post realities are evaluated, and which in turn impact on the wellbeing of the hostage, or alternatively its revelation to the world. The final part of the period also sees those evaluations function to produce assets which are then allocated as new identity characteristics to relevant parties. Due to the n-sided nature of this model, these exogenous allocations of identity characteristics are both direct, and indirect in nature. When they are direct, a counterparty harmed by divergence of expectations and actual performance will, say, refuse to engage in further exchange with the harmer (Trivers 1971). Indirect allocations of identity characteristics are enabled by information dissemination networks. These consist of characteristics being allocated to an economic agent, even by those who have not had direct past dealings with that individual (Alexander 1987, Nowak and Sigmund 2005).

Figure 2. on the next page illustrates a simple contracting schema of the hostage model of identity. In part 1, identity characteristics are allocated, either endogenously through costly action, or exogenously, as derived from actions taken in previous exchanges. In part 2, these are put at risk. It is here where pricing and other contractual decisions are made based both on the attributes of the good or service in question, and on the qualities of the identity assets posted. In part 3, the identity assets are exploited, or not. As I shall now discuss, this exploitation can the form of execution, or revelation. Exogenous allocations of identity characteristics made in the third part are consequently made available in subsequent periods.
4.3.2 A scenario where the hostage is not exploited

To further illustrate this model, consider situation (1) where some exchange is negotiated in the second part of a contracting period. As discussed earlier, an exchange will be entered into, whose terms are negotiated based on the attributes of that which is traded, as well as the qualities of the identity assets offered up by each counterparty. This exchange will include identity characteristics posted as hostage, at-risk of exploitation until the fulfilment (or not) of ex-ante expectations. During the third part of the period, assume satisfactory delivery of that which was promised by both parties to the exact ex-ante specifications. That is, in circumstance (1) there was no perceived ex-post divergence by either contracting party. Depending on the original contractual arrangements, this might mean that the relevant identity assets are released, unharmed and well-fed, with the possibility they might be used in the fulfilment of some future exchange by the posting party. To be sure, this circumstance might readily result in the manufacture of newly minted identity characteristics which can then be used in some future exchange. For instance, as an indicator that its possessor is a trustworthy counterpart, or something similar.

The allocation of new identity characteristics can be demonstrated in the case there is a positive divergence from the specified contractual arrangements. That is, over fulfilling contractual terms consists of a costly, and visible, action (Brooks and Wilson 2015) which can be used to allocate new identity characteristics. Indeed, this relates to a well-known customer service maxim; to ‘underpromise and overdeliver’ (Davidow and Uttal 1989) simply reflects the costly actions undertaken to be allocated new identity characteristics in the third part of the identity hostage period. A simple example from the management literature illustrates this: “I left my portfolio on top of a cab. The hotel broke its neck to get it back to me. Now, whenever I go to Chicago I stay at that same hotel” (Parasuraman, Berry, and Zeithaml 1991, 47).42

42 There is also an inherent danger in underpromising. An exchange seen as unattractive will not be entered in the first place. To be given the opportunity to overdeliver—and hence manufacture new identity attributes—
4.3.3 A scenario where the hostage is executed

In contrast, consider situation (2) in which a contract specifies the delivery of goods or services of specified characteristics, to a stated location, for an agreed upon price, and so forth. As per the model, the exchange has been entered, not only based on the express terms of the contract, but also upon the identity characteristics of the counterparties to exchange. It is these identity assets which are at risk, contingent on the fulfilment of the contract. In situation (2) assume a (negative) ex-post divergence is observed. Now the wronged party executes the posted identity hostages, in a manner which is visible to all future trading partners. In general terms, this simply means that identity assets that relate to, for instance, an entity’s reputation as an honest merchant is ‘executed’ after they act deceptively, or otherwise in contrast to their reputation. This of course means that the positive reputation which they traded off in the past is no longer available to them.

As an aside, and with all respect to Oliver Williamson, this extension to his model of ‘hostage as credible commitment’, to a more general hostage model of exchange, is more akin to a hostage situation as it is generally understood. In the Williamson (1983, 1984) model, that which is posted as a hostage is more akin to a ‘bond’ (Milgrom, North, and Weingast 1990), or a deposit which is then available for use by the retaining party in the event it is forfeit. In contrast, the identity assets posted as hostage in my version of the model are inherently useless to the other party, and are hence ‘executed’ in the event ex-post realities differ from ex-ante expectations.

Some simple examples of this scenario now follow. First, consider an internet auction site. As described by Baron (2002), such a market, with trade occurring between anonymous participants, and in often disparate geographical locations and legal jurisdictions, provides ample opportunity for fraud. Yet sites like eBay have supported a flourishing ecosystem for trade. Even as the global nature of internet commerce meant that public courts were unable to costlessly enforce contracts (Benson 2000), early users of eBay began to provide public feedback on other users of the site, allowing the production of user reputation, as well as sanctions in the case of those who acted contrary to their ex-ante promises (Baron 2002). As such, sellers of items on eBay might follow through on promises made because their identity is at risk should they renege. Ex-ante, this hostage posting becomes part of pricing decisions, with a close correlation between lower prices paid to sellers with negative (or no) reputations (McDonald and Slawson 2002, Lee, Im, and Lee 2006). This provides a clear incentive for sellers on sites like eBay to undertake costly activity to build a positive reputation. One should not expect to ‘have their cake (charge high prices on internet marketplaces) and eat it too (no reputation at risk)’ (Williamson 1983, 538).

A similar example of an identity hostage being conducive to exchange can be seen in private peer-to-peer file sharing networks. Without an incentive mechanism, such networks suffer from free-riding problems (see Olson 1965) as individuals “consume resources without contributing any” (Satsiou and Tassiulas 2010, 466). To overcome this problem, such networks work off a system whereby individuals must place their identity at risk to participate. These some minimum expectations threshold must be met. That is, there is a delicate balancing act between underpromising and any subsequent opportunity to exceed ex-ante expectations.
peer-to-peer networks offer users the ability to download files, conditional on a user contributing resources to the network (Zhou and Hwang 2007). If a user acts contrary to these ex-ante expectations, that user’s identity hostage is executed, with their participation in the private network barred. One should not expect to ‘have their cake (download films and music for free) and eat it too (not contribute resources to a file sharing network)’ (Williamson 1983, 538).

Next, consider a physician who has passed all medical examinations in their jurisdiction and is licensed to practice by the relevant authorities. As part of the exchange between physician and patient, the physician will put at risk their medical license, under the assumption that in the event of malpractice that licence will be forfeit. This forfeiture might occur should they perform in contrast to the maxim of ‘first do no harm’ (see, for instance Sokol 2013), or in violation of any of the relevant licensing regulations. That is, the right to practise medicine, along with the pecuniary and prestige benefits that it endows, requires placing an artefact—a medical license—at risk of execution. Indeed, this is why medical practitioners do not practise their craft anonymously. One should not expect to ‘have their cake (practise medicine) and eat it too (no medical license at risk)’ (Williamson 1983, 538). To be sure, any other profession which requires a licence to operate in a particular jurisdiction—for instance, auditors, mechanics, crane operators, hairdressers, and so forth—might have been used to illustrate scenario (2) (see Law and Kim 2005, Potts 2009).

The practice of providing references, say as part of a job recruitment process, also illustrates the posting of an executable hostage in widespread usage. ‘Vouching’ as to the employability of someone not only acts as a screening mechanism for future employees, but also consists of an intangible hostage posted by the person who acts as a referee. This method of recruitment is particularly important for younger people, who typically lack an abundance of other metrics by which to judge their suitability for employment (see Bartram et al. 1995). Of course, if the employed individual does not live up to expectations, anyone vouched for by that same individual in the future will have their prospects for employment commensurately discounted. That is, if I state that Alice is diligent, mature and never late, and she then turns up late to work regularly, the subsequent recommendation I provide for Bob is likely to be ignored. The associated identity assets are therefore executed and unavailable for future use.

A related, yet more extreme example of the reference letter as explained earlier, and the type of sanction applicable in the case that the individuals does not live up to expectations, can be seen in mafia crime families. Recruitment into criminal organisations suffers from the inability to use traditional tools like academic qualifications and wages to reveal the private information of applicants (Catino 2015). For instance, the screening mechanism discussed in Section 2.2 would not be applicable in these sorts of illegal organisations. To mitigate the problems of this information asymmetry (see Akerlof 1970) the mafia requires existing members to ‘vouch’ for potential recruits. This makes it difficult for police and other law enforcement agencies to infiltrate closed criminal networks, while placing the responsibility of recruitment into the hands of individual members. In the case of the Italian-American mafia, to become a ‘made-man’ (see Catino 2015) an individual must first be vouched for. The act of vouching for a potential member is not one taken lightly, as future actions of the individual vouched for can result in sanctions applied to those who have vouched. That is, vouching as to the suitability of someone consists of an intangible hostage posted by the
person who acts as a referee. The sanctions in the event of betrayal are extreme. Consider that made famous in the case of ‘Donnie Brasco’, an undercover FBI agent who infiltrated the Bonanno mafia family. After the FBI infiltration was revealed, Dominick ‘Sonny Black’ Napolitano was murdered as it was he who had vouched for Donnie Brasco (see Crittle 2006, DeStefano 2008). In this case, the posting of an identity hostage results in not only an identity assets at risk of execution, but also the execution of individual who owns them.

Finally, hostage taking with the threat of execution is also reflected in modern contract law. Consider a corporation, who as Schelling (1956, 299) noted, has both the right to sue, as well as the “right to be sued”. For the purposes of illustrating scenario (2), the latter privilege is novel, as entering into a contract as a corporate entity gives a counterparty the right to be sued in the event of a contract breach. A corporation “as a real entity that existed independently of its members” (Schane 1987, 568) exists in part to allow contractual partners the right to exploit that corporate identity in the event of contract breach. This very corporate identity represents the identity attributes at risk, and can therefore be executed (sued). Again, an entity should not expect to ‘have their cake (trade under the privileges that a corporate entity enjoys) and eat it too (not be liable to be sued)’ (Williamson 1983, 538). To be sure, a corporate identity also acts as a shield for the individual identities of shareholders. After incorporation, those individual shareholders replace their own identity at risk, with that of the corporate identity. This of course has the effect of limiting their liability.

4.3.4 A scenario where the hostage is revealed

A special version of my hostage model of identity is illustrative of the differing types of identity hostages which are used as part of economic exchange. In the revelation version, the hostage posted—the identity at risk—is not executed as in situation (2). Rather, those previously known only to the counterparts to exchange are made public. I shall label this as situation (3) and briefly elaborate. As in situation (1) and (2), some contract might be reached in which specified goods are to be delivered on specified terms. The identity asset is posted, but with the understanding that in the event of ex-post divergence, rather than that hostage being publicly executed, the hostage is led out into the public square, and displayed for all to see. This simply means that, although the identity asset is at risk throughout the exchange, it is exploitable in a different way.

This situation is best illustrated by individuals “sharing evidence of their misdeeds” (Campana and Varese 2013, 271, see, also Schelling 1956) to ensure cooperation in the absence of legal recourse. As described by Saviano (2019), this might involve a murder being committed by a large group even when only one participant would have been warranted to perform this deed. By all participants firing a shot—and crucially, being witnessed doing so—the incentive to inform on their fellow criminals is reduced through this hostage mechanism. The shared knowledge of the shared actions of this crime acts as a constraint on the actions of a potential and future informant (Catino 2015). Gambetta (2011) describes these acts as the creation of ‘skeletons in the closet’. These skeletons have the effect of limiting the choice sets of individual members, and so provide some certainty as to the future state of the world.

An analogous commitment mechanism to that illustrated in the murder above has also been documented in paedophile rings (Gambetta 2011). Similarly, Schelling (2006, 11) recounts an
Alfred Hitchcock story in which the identity at risk of revelation is, in the literal sense, tangible. In this story, a priest witnesses a man dropping a body down a well. The man then gives the priest a choice; join the body down the well, or handle the weapon and leave his fingerprints on the axe used to commit the murder. These fingerprints consist of a tangible identity asset exploitable by revelation should the priest attempt to alert the authorities to the crime.

As a final example, consider a cartel which coordinates price setting and other anti-competitive behaviour amongst its members. The act of forming a cartel gives its constituent members the ‘right’ to sell goods and services above market rates, which is for those firms beneficial. Yet, being close competitors, each member of the cartel has an incentive to inform on the other firms. Reputational damage done to a rival firm might feasibly have a positive impact on the sales of a firm selling a similar product. However, the very act of informing on another member of that cartel reveals the informing firm as a member of the cartel. The very reputational damage that the informing firm might like to inflict on their competitor, would also be self-inflicted if they went ahead and alerted the authorities. Put another way, one should not expect to ‘have their cake (benefit from price fixing) and eat it too (no corporate reputation at risk)’ (Williamson 1983, 538).

4.3.5 The nature of identity characteristics

In this chapter I contributed a hostage model of identity to the literature, which sees buyers post an identity asset—the hostage—which is at risk of execution or revelation in the event of ex-post divergence from contractual expectations. I have deemed this to be their identity at risk (IaR). The main characteristics of this model are set out in Table 3. below. The execution of the hostage, or its revelation to the world occurs when ex-post contractual outcomes are less than ex-ante expectations. In contrast, when ex-post outcomes exceed ex-ante expectations, new and valuable identity characteristics might be allocated to the bearer.

<table>
<thead>
<tr>
<th>Hostage exploitation type</th>
<th>Contractual outcome</th>
<th>Ex-post = ex-ante</th>
<th>Ex-post &lt; ex-ante</th>
<th>Ex-post &gt; ex-ante</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution</td>
<td>Hostage released</td>
<td>Hostage executed</td>
<td>Allocation of new (positive) identity characteristics</td>
<td></td>
</tr>
<tr>
<td>Revelation</td>
<td>Hostage remains hidden</td>
<td>Hostage revealed</td>
<td>Allocation of new (positive) identity characteristics</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Contractual outcomes and the fate of the identity hostage

At the outset, it was explained that the posting of these identity assets is necessary to overcome the effects of the uncertainty as derived from behavioural assumptions of bounded rationality and opportunism. In addition, hostages of the type as used in this model should be considered in respect to information asymmetry as it is examined by Akerlof (1970), Spence (1973, 1974) and Stiglitz (Rothschild and Stiglitz 1976). These literatures were outlined extensively in Section 2.2.1. In this section I will further outline the nature of these identity characteristics.

Identity characteristics are both information assets and “information transmission devices” (Kandori 1992, 65) from which potential counterparties can derive information about past
instances of exchange. This screening mechanism is also buttressed by their role in facilitating sanctions in the event of past malfeasance by an individual (Carr and Landa 1983, McMillan and Woodruff 2000).43 In this respect they are analogous to ‘labels’ (see Engelmann and Fischbacher 2009, Trestian, Ormond, and Muntean 2011, Tullock 1985), or ‘types’ (see Bolton, Katok, and Ockenfels 2005, Bursztyn and Jensen 2017) as examined in the game theory literature. Crucially, these are produced both endogenously and exogenously. When produced endogenously, identity characteristics are purchased by costly—and ultimately visible (Brooks and Wilson 2015)—actions which are undertaken by the individual purposively to endow themselves with some chosen characteristic(s) (see Spence 1973, 1974, Caplan 2017, Charles, Hurst, and Roussanov 2009, DellaVigna et al. 2017, Sexton and Sexton 2014).

In this respect, Spence (1973) describes the way in which ‘signals’ are costly actions (such as attaining educational qualifications) one might undertake to indirectly demonstrate their productivity to a potential employer. (This literature on information asymmetry is outlined at length in Section 2.2.1.) In addition, de la Vega ([1688] 2013 p.7) shows how traders of financial instruments in 17th century Amsterdam undertook initially risky or unprofitable trades to endow themselves with a reputation of ‘generosity’ (see also Stringham 2015). Finally, Silverman (2004) describes the investment in a violent reputation by members of an ‘underclass’. To be sure, committing a violent act incurs a direct cost, yet it can also aid in the manufacture of a reputation which might have some value in future exchange (see, also Ferrer 2010, Massey 1994). What these three examples share is that they consist of a purposive, self-directed action which have as their aim the endogenous allocation of identity characteristics which might be useful for future exchange.

In contrast to the endogenous variety—allocated via self-directed and purposeful action—exogenously allocated identity characteristics are those which are perceived by potential counterparties to exchange, and include those communicated to an interested party through indirect interactions. As Origgi (2017, 39) puts it, in n-sided interactions, information about past exchange is derived from “collectively gathered information and collectively shared evaluations”. That is, past interactions can be “rewarded or punished by third parties” (Engelmann and Fischbacher 2009, 399, see, also Nowak and Sigmund 2005) if information is able to be transmitted by mechanisms including gossip, letter exchange, online reviews, and so forth. For instance, Zhang and Elsner (2017) show how groups of traders in central Asia from the 7th to 9th centuries acted as n-sided reputational networks, providing for a collective threat of punishment based on prior interactions with any trader in that same network. A similar mechanism was used in early 19th century Mexican California (Clay 1997).

As I have shown in this model, along with purposeful and costly action, those derived from previous contracting periods are also added to an economic actor’s set of identity characteristics in subsequent periods. Initially, I assumed that the valuation of the identity asset was clearly communicable to counterparties to exchange. A similar assumption was made surrounding their costless communicated to all potential trading partners. I shall now discuss some implications of these assumptions being relaxed.

43 The economic literature on ‘reputation’, ‘labels’, ‘types’ and other devices used for the purposes of communicating information about counterparties to exchange, as well as constraining opportunism, is large. In this respect, Chapter 2 provides an extensive overview of these literatures.
4.3.6 Some other aspects of the model

Up to this point, I have not considered the valuation of the identity assets taken hostage as part of exchange. To be sure, this is an important aspect of the model, as the pricing of goods or services in a negotiation are in part derived from the perceived valuation of the hostage posted. That is, if a seller considers that the identity hostage posted by a buyer has great value to the latter, they will likely offer a better price in comparison to a buyer who offers a lower quality hostage. Similarly, the owner of a hostage whose revelation will cause great cost to them will receive a better price as compared to one whose revelation will cause little or no harm. This brings up the inescapable issue of the perceived valuation of the hostage posted in this hostage model of identity. For the lower (higher) price offered to a buyer who posts a high (low) value hostage is contingent on the value which the seller perceives that the buyer places on it. To be sure, this is a matter of ‘subjective opinion’, rather than being based on any ‘epistemically objective fact’ (Searle 2005, 4).

The inherent valuation difficulties lead to the possibility of varying expectations of the valuation of the identity characteristic posted as hostage, and the opportunity for the appropriation of ‘quasi-rent’ (Klein, Crawford, and Alchian 1978) extracted from the relationship by one of the parties. As Milgrom, North, and Weingast (1990, 1) write, credible commitments of this type rely on the expectation that the value of that placed at risk will prevent opportunistic behaviour, “unless the gain from dishonest behaviour was large”. As such, if there is a mismatch between the buyer’s valuation of the identity asset, and the seller’s perception of the buyer’s valuation of the identity asset, there will be the potential for the good or service to be mispriced. Such a caveat aligns in general with the assumption that exchange relationships do not in fact occur in an environment where parties have access to perfect information (Akerlof 1970, Demsetz 1988).

Finally, it is pertinent to consider implications for the model where the communication of identity characteristic is given a somewhat more realistic treatment. Here I more generally refer to information costs related to the cognition of the identity attributes owned, displayed, and offered as hostages by other actors. Owing to both bounded rationality and opportunism, I assert that past actions undertaken by economic actors are inevitably obfuscated to some degree by ‘noise’ (Bolton, Katok, and Ockenfels 2005). Although individuals ‘signal’ (Spence 1973) their characteristics or qualities, these ‘signals’ are necessarily imperfect (Grossman and Stiglitz 1980). The result of this ‘noisiness’ is that any idealised conception of identity characteristic as reflective of every past occurrence by the individual in question, will be necessarily bounded by “technological, economic or cognitive limitations” (Berg, Davidson, and Potts 2018, 5).

In addition, in considering this ‘noisiness’ it is useful to consider ‘idealised’, versus ‘actual’ states of the world. As Berg, Davidson, and Potts (2018) put it, if all economic, social and political transactions could be recorded absent transaction costs, these could all be mapped onto a perfect ledger. This perfect ledger, among other things, corresponds to all past transactions, is constantly updated according to actual changes in state, and is accessible and understandable by all. For the purposes of this model, this would mean that the idealised ledger would contain suitable information about the existence, and crucially the valuations, of identity characteristics as they relate to each economic actor.
To be sure, the idealised state of the world is not the state of the world. The proximity to which the information available on actual ledgers corresponds with that of the perfect ledger will necessarily be derived from the information costs incurred by participants in this model. This will in turn be contingent on the technologies used to transmit those attributes (Acquisti, Taylor, and Wagman 2016). Similarly, the role of privacy is important to consider as it relates to any variance between the perfect ledger, and actual, ledgers as they relate to this model. As Posner (1979) puts it, privacy is contingent on the ‘concealment of personal facts’ which in itself might assist in the manufacture of a positive reputation. This simply means that an individual might have some incentive to keep hidden certain aspects of their previous instances of exchange (see, also Posner 1981, Acquisti, Taylor, and Wagman 2016). In Berg (2020) I outline some of the privacy features of various types of money technologies, and how they can be used to obfuscate past transactions, and by implication cultivate a reputation by omission. That is, identity assets as I consider them in this model will not necessarily reflect that which would be captured by the perfect ledger.

4.4 Discussion and conclusion

As highlighted by Williamson’s hostage model, much of the literature on contract and exchange—implicitly or explicitly—assumes that public institutions like courts of law ‘work well’ (Williamson 1983, 537). However common behavioural assumptions including bounded rationality and opportunism, along with the inherent costs associated with accessing the legal system, all necessitate private ordering governance arrangements—including the use of credible commitments—to constrain the actions of counterparties to exchange.

The hostage model of identity I have contributed to this literature describes motivational constraints on human behaviour. Owing to the heterogeneity of the human population, uncertainty as to the future state of the world is endemic. In contrast to the ‘backwards looking’ identity cost model of exchange from Chapter 3, the hostage model of identity is ‘forward looking’. It anticipates human behavioural realities, and provides a framework to understand how interaction can occur in an environment where endowments, tastes, and motivations of heterogeneous actors are private information.

In this simple identity hostage model of exchange, individuals place at risk some aspect of their identity—a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals—as a prerequisite to entering into exchange, such as their reputation, occupational licence, past criminal activity, and so forth. This is what I have previously characterised as the supply of identity. Quite simply, anonymous exchange is not the default because it is only through the ‘reidentification’ of a contracting entity (Davis 2003, Davis 2010, see also Berg 2020) that trust, and hence complex exchange, can develop (see, also Akerlof and Kranton 2000, Arrow 1972c, Ben-Porath 1980). The ability to ‘reidentify’ an entity is of course limited; the veil of privacy is one way in which individuals seek to obfuscate their past, along with their past instances of exchange. So, while privacy is ‘subjectively desirable’, along with being a ‘subjective experience’ (Berg 2018), the very existence of privacy may have the effect of ‘mispricing’ the goods and services exchanged according to this model. As alluded to earlier, privacy, along with differing expectations of the valuation of the identity asset posted as hostage due to this imperfect information, gives the opportunity for ‘quasi-rent’ to be
extracted from exchange relationships (see, Klein, Crawford, and Alchian 1978). The exact nature of the relationship between obfuscated identity and resultant pricing decisions is however, a question for further research. Nonetheless, I make two brief concluding remarks on this.

First recall that it is the *perceived* valuation of an identity hostage posted that determines (in part) contractual terms. This is, of course, a subjective matter rather than based on anything approaching objectivity (Searle 2005). This is no small matter. Convincing others of the worth (to themselves) of the identity hostage they post as part of a bargain might have a material impact on the terms of that trade. Indeed, we already know that persuasion makes up a significant share of economic activity (McCloskey and Klamer 1995, see, also Antioch 2013).

The second point I offer is that privacy regulations which seek to materially alter the way firms collect personal data will have some impact on the pricing and contracting decisions made as understood by my hostage model of identity. Any regulatory barrier to collecting personal data, such as the European Union’s far-reaching General Data Protection Regulation (GDPR) (see, for instance Allen et al 2019, O’Brien 2016), will alter the terms of contracts negotiated and entered. Regulations such as the GDPR, which include the so-called ‘right to erasure’, or ‘right to be forgotten’, conceivably prohibit firms from taking identity hostages on an *ex-ante* basis (see, Council of the European Union 2016). Not understanding the economic role which identity hostages occupy will conceivably result in significant public policy error. I suggest that the role of privacy regulations and the way identity attributes are used for exchange is a rich area for further research.
Chapter 5. An economic theory of surnames

5.1 Introduction

Throughout this thesis I have characterised identity as a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. In this chapter I again turn to the supply of identity, where the supply of identity is a function of the need to differentiate oneself. In the case of the model of intergenerational property ownership I now contribute to the literature, this relates to the differentiation of oneself as the owner of property. Here I discuss an identity institution developed by political entrepreneurs aimed at maintaining ownership over property in the face of sovereign risk. This chapter is concerned with the economic and political origins of names. A main contribution of this chapter is that heritable surnames are an identity technology used to overcome information asymmetry, sovereign opportunism, and legal uncertainty.44

While previous chapters have looked at identity institutions as providing for some degree of certainty as to the future state of the world in the economic sphere, this and the following chapter look at uncertainty of outcomes in the political realm. That is, this chapter continues with the overarching theme of the thesis that human behaviour is unpredictable, and without identity institutions the opportunities for human interaction would be constrained. Political, and not just economic, actors are in possession of private information. (The literature related to information asymmetry and political actors in outlined in Section 2.2.1.) Identity institutions bring to light this private information, as well as mitigate opportunistic behaviour. Mitigating the opportunistic behaviour of the sovereign was a catalyst for the development of heritable surnames in Norman England after 1066. In this manner, heritable surnames are an identity institution, being “rules of the game” (North 1990, 3) in the interactions between a ruler and their subjects as it related to property rights over land. In contrast to the next chapter, this sees an identity institution used by the ruled to protect themselves from the actions of the ruler.

In brief, the model I contribute in this chapter is a multi-period one with many heterogeneous buyers and a monopoly seller. It describes the private supply of identity information to overcome uncertainty as it relates to property ownership and sovereign risk. In my model, first generation buyers undertake costly action to purchase an asset. This asset exists in an environment with sovereign risk (nationalisation). Owing to this sovereign risk, and in the presence of private information relating to the intentions of the monopoly seller, buyers take steps to constrain the future actions of that sovereign in order that they might pass the asset onto future generations of buyers, and thereby retain private control of the asset. This model anticipates that buyers will privately supply identity information—heritable surnames—for

44 Names can be considered near universal, and provide a robust means for indirect interaction. While much of the scholarly literature concerning names reflect the interests of psychologists, sociologists and genealogists, it is somewhat surprising that an examination of the institutional arrangements which have led to names in their current format is absent from the economic literature.
the purposes of “defining, protecting, and enforcing the property rights” (North 1990, 28) to land given to them following the Norman invasion of England.

The framework for this chapter is in part influenced by economic historians within the school of new institutional economics (NIE). These scholars are characterised by their understanding that an examination of the “interaction between demographic, technological, and institutional factors...provide fundamental insights into societal evolution” (North 1994, 1). The fundamental insight that NIE can provide to the study of historical periods is that the constraints under which human interaction occurs has a powerful explanatory effect on economic performance (Richter 2005). In this chapter, I will show that these ‘constraints’ can take the form of devices by which claims to assets can be bolstered, including the ability to pass those assets onto heirs.

Similarly, the new institutional economics of history (NIEH) takes as given that economic decisions are often inexorably and dynamically linked to political ones (North 1971, North, Wallis, and Weingast 2006). NIEH examines the dynamism of the economic and political institutions that govern human interaction, rather than considering them as given, or static, constraints (Ménard and Shirley 2014). I use this literature to frame the emergence and use of surnames as an identity institution which seeks to constrain the actions of both private and state actors (North 1990) in the protection of property rights.

This chapter examines the way in which, immediately after the Norman conquest of England, those who followed William from Normandy adopted surnames which (often) took the name of lands they had just occupied. These major landholders used surnames to bolster their claims to property in the face of sovereign risk, and facilitate the transfer of ownership to heirs. This process was rapid and explicit, with surname changes of wealthy landholders and their heirs closely reflecting changes to land ownership, along with the likelihood of inheriting specific landholdings. The process for those who did not have significant landholdings was commensurately slower. Not until the 14th century did surnames slowly begin to become common among the lower classes in England. For those without significant landholdings, the inheritance of property played only a small role in their adoption of surnames. Often it was the calculation and enforcement of taxation obligations that led to the state, rather than individuals operating out of their own self-interest, facilitating the adoption of the technology. This is an example of an identity technology being first used in the private supply of identity, and subsequently used for the public supply of identity.

I suggest that surnames are an identity technology which alter or otherwise define property rights. Put simply, a contribution of this chapter is a model that illustrates how names—in particular, heritable surnames—have been adopted in the past to increase some potential economic payoff, along with its likelihood, through the internalisation of the benefits associated with property ownership. The model this chapter contributes, and illustrates with a case study, is that surnames are used by landholders to bolster their claims to property in the face of sovereign opportunism and sovereign risk, and to therefore facilitate the transfer of ownership to heirs. I also use the property rights literature of Demsetz (1964, 1967) and Riker and Sened (1991) to examine this process.
The chapter proceeds as follows. Section 5.2 introduces a model of intergenerational property ownership under sovereign risk. Section 5.3 places this model into the context of England following the Norman invasion of the 11th century. Section 5.4 discusses some further institutional economics of names, including several areas in which further research might prove fruitful. Section 5.5 concludes the chapter.

5.2 A model of intergenerational property ownership with sovereign risk

This chapter advances the view that, after the Norman invasion of England, those who fought for William and benefitted from land redistribution sought to strengthen their intergenerational ownership of land through the adoption of heritable surnames. Sovereign risk makes property rights commensurately weak, and the emergent identity technology of surnames imported from France is anticipated to have been adopted by wealthy landholders as one way to ameliorate this risk. According to the model I develop, the private supply of identity information—the adoption of surnames—constitutes an act of political entrepreneurship to temper acts of sovereign opportunism, and ameliorate the uncertainty associated with poorly defined legal rights (Libecap 1978). In this section, I contribute a model of intergenerational property ownership under information asymmetry, alongside sovereign opportunism and legal uncertainty. I also adopt the property rights literature of Demsetz (1964, 1967) as well as Riker and Sened (1991) to frame this process, and to understand the origins of heritable surnames in the context of England from the mid-11th century.

In the Demsetzian approach, property rights emerge through economic imperatives. They emerge endogenously through the actions of market participants who derive value from internalising costs, and where the benefits derived from that action is greater than these costs. This sees such rights “develop to internalize externalities when the gains of internalization become larger than the cost of internalization” (Demsetz 1967, 350). Origins to these changes include new technologies, new markets, and changes in relative prices. Key to understanding this view is that the conservation of property rights will impose costs on the bearer of those rights (Demsetz 1964). Adapting this Demsetzian property rights view to the use of the identity technology, the gains to the buyers from internalizing the externality—the benefit of having possession of land granted after the Conquest, along with the right to pass it on to subsequent generations—would be greater than any costs associated with policing the use of the land and other associated transaction costs.

However, the legal-centric view (Riker and Sened 1991, Sened 1997) sees an additional two conditions as necessary for the emergence of property rights. In this view, the economic conditions of Demsetz are buttressed by political conditions. According to the legal-centric view, the conditions under which property rights emerge are 1) valuable rights, 2) where right holders desire those rights, 3) rule makers recognise and enforce those rights, and finally 4), other participants recognise and respect those rights. That is, scarcity and the need for the internalisation of externalities (Demsetz 1967) are necessary but not sufficient to account for the emergence of property rights. The shortcomings to just these two conditions are derived from an understanding of the nature of the actors who exercise authority in a polity. These are explicated in the form of two assumptions, which consist of 1) utility maximisation by political actors, along with 2) their ability to muster more military force and legitimacy than
other actors (Riker and Sened 1991, Sened 1997). It is these two assumptions from which the additional conditions—over the Demsetzian approach—are derived. The first assumption follows from how political actors seek to maximise their utility via the expropriation of resources and other benefits derived from being in a position of power. In the context of the model, this sees the monopoly seller in “need [of] popular support”, which can be paid for through grants, and opportunities for monopoly rents given to their supporters (Riker and Sened 1991, 954). The second assumption, and the one which emphasises the importance of a central political authority in the emergence of property rights, is the possession of a monopoly, or at least a majority share, in the use of “coercive force” (Sened 1997, 78).

The additional (political) conditions—recognition by a ruler, and recognition by other participants—given by Riker and Sened emphasise the role of politics in the granting of property rights, and to further the analogy and the model I develop throughout this chapter, the emergence of heritable surnames as an identity technology to secure property rights over land. The Demsetzian view of the emergence of this technology would see landholders—buyers—adopt heritable surnames to lay an intergenerational claim over a valuable resource with sufficient potential future payoff to justify their use. In contrast, the legal-centric view of Riker and Sened (1991) would see ‘rule makers’—the monopoly seller—give value to such an identity technology by their enforcement of property rights secured in such a manner. That is, rule makers must “desire to enforce the right” and be able to force others to “respect right-holders’ claims” (Sened 1997, 79). Here the state—the monopoly seller in this model—must first derive a net benefit from the enforcement of rights to compensate for costs it incurs in doing so. Yet as outlined in Section 2.2.1, rule makers themselves can act as a source of uncertainty (see for instance Libecap 1978). This uncertainty includes their possession of a monopoly share of force giving them the de facto ability to redistribute land at will. That is, assets are held under sovereign risk, or nationalisation.

In this chapter I contribute to the literature a multi-period model. There are many heterogeneous buyers’ and a monopoly seller. Buyers act as multi-generational utility maximisers. In the first period, a first-generation buyer attempts to define property rights over an asset. In the second period, a first-generation buyer bequests an asset to a second-generation buyer. In the third period, a second-generation buyer bequests an asset to a third-generation buyer, and so forth. That is, in each period a generation of buyers leaves assets to their successors. The monopoly seller has private information about the future state of the world. In this model, the seller’s private information relates to their intention to seize the asset, or not. Private information also relates to the ease in which a buyer will be endorsed to bestow an asset to their descendant, as permitted by the monopoly seller. As the monopoly

45 The role of the state in the property rights literature is contested. Alchian (1965, 817) states that the attribution of property rights to the enforcement of “formal state power” is a “gross error”. To this end, Alchian recognises the importance of non-legal means including social norms, etiquette and voluntary conduct enforced by the threat of “social ostracism” which all supplement state power in securing property rights.
seller is the sovereign of a nation-state, this is analogous to a buyer being having their asset under constant threat of nationalisation.46

As the monopoly seller transacts with buyers with the advantage of private information over their own intentions, it should be expected that the seller will use this private information to trade at circumstances favourable to themselves. The assets in question ought to then be considered as ‘experience’ goods (Nelson 1970). That is, their ‘quality’ is known only after purchase. The qualities, or the characteristics of this good—for our purposes the property rights associated with the asset—are perhaps known only after multiple generations. There is therefore uncertainty associated with property ownership, with buyers calculating a probability of security of ownership as it is understood in decision theory (Spence 1973). This model is also dynamic, in the sense that profit maximising buyers endogenously seek to mitigate the effects of private information by taking steps to bolster their claims to the asset they have already purchased. These efforts to bolster claims on assets are what I characterise as the private supply of identity information.

In this model buyers use a simple identity technology—heritable surnames—to economise on transaction costs associated with “defining, protecting, and enforcing the property rights to goods” (North 1990, 28). In this respect, such an identity institution might be considered as dynamic rather than static (Ménard and Shirley 2014), as buyers seek to constrain the future actions of a seller, and thereby ‘manufacture’ certainty of outcome. That is, buyers act as institutional entrepreneurs as they attempt to change the institutional environment from one of uncertainty of ownership, to one of private property in an absolute sense. Such an institutional environment would see buyers as having exclusive control over the asset, the right to receive income from the asset, as well as the right to transfer ownership of that asset in the manner they deem fit (see for instance Cheung 1974, 1983). As shall become apparent through this chapter, it is transfer of ownership that I focus on.

All of this leads to a testable hypothesis: given the existence of private information, sovereign opportunism and legal uncertainty, surnames will be adopted as an identity technology to bolster property rights over land. A related question this chapter seeks to answer is whether the adoption of surnames can be analogised using the Demsetzian, or the legal-centric, approach to the origin of property rights. This question will determine whether the adoption of this technology is contingent on the desires and actions of the seller who possesses monopoly force.

Using the institutional framework of the new institutional economics of history (NIEH), I seek to use the period after the Norman invasion to examine the role that surnames played in altering or otherwise defining property rights in England. Surnames are an identity technology which is an input to exchange, but are also an institutional factor which can be seen through the prism of institutional design in which groups “seek both to increase the magnitude of future payoffs as well as the certainty with which they will occur” (Bates 2014, 11). This desire for certainty is particularly relevant to consider in the context of elites seeking to maintain

46 A monopoly seller might also be considered from a ‘multi-generational’ perspective. However, as there is typically only one sovereign at a time—save for a time of civil war, or perhaps in the case of a regency period—this model uses the simplifying assumption that there is only one seller of the property assets in question.
access to rents they have derived from some past political or economic relationship (North, Wallis, and Weingast 2006). I therefore seek to understand and describe the ‘founding’ of heritable surnames as an institutional factor in the provision of identity for the purposes of political and economic exchange in post-1066 England.

5.3 Surnames in post-1066 England

This section uses the period after the Norman invasion of England to illustrate my model of intergenerational property ownership with sovereign risk. Here I also draw some further conclusions as to the economic and political institutional arrangements that led to their introduction. Post-1066 England is one of several pre-modern states via which such a review might have been conducted. For instance, the Qin Dynasty in China reportedly began requiring individuals to adopt surnames as a means for closer administrative control in the 4th century BCE (Scott 1998, Scott, Tehranian, and Mathias 2002). The Florentine state also attempted to give their citizens de facto surnames in the census of 1427. Here they added second identifiers—occupations, nicknames, character traits and so forth—in an (ultimately unsuccessful) effort to record potential sources of revenue and men for conscription (Scott, Tehranian, and Mathias 2002). However, I have chosen England after the Norman invasion of 1066 due to the volume of administrative documents which survive and which have been studied from this period onwards.

Documents from the history of Anglo-Saxon England number around 2,000, compared to tens of thousands from the 13th century alone (Clanchy 2012). In addition, the use—and not just the survival—of administrative and legal documentation in post-1066 England far exceeded that of the Anglo-Saxon period. Clanchy (2012) estimates that up to eight million charters may have been created and used by peasants in the 13th century to record the sale, lease and ownership of property as small as half an acre. This sharp increase in the use of administrative records by the 13th century contrasts with the 11th, where much property transfer was undocumented (Holt 1972). Finally, the military conquest of 1066 coincides with the beginning of a clearly defined political era. This provides a valuable and interesting point of focus for such a study. The widespread introduction and use of a new (French) elite language in the region, as well as the vast administrative exercises Norman and subsequent rulers took to control and survey England have resulted in a numerous and well-researched literature from which to draw upon.

5.3.1 Some commentary on pre-conquest naming conventions

In pre-medieval Europe, the peoples under Roman rule commonly used the tria nomina naming convention. This contrasts with pre-Roman Italian and Greek communities, who would typically make use of just a single name (Pintens and Will 1995). For instance, the Roman consul and orator Cicero was also known as ‘Marcus Tullius Cicero’. Made up of a praenomen, nomen gentilicum, and cognomen, the tria nomina was by no means the only naming convention used in western Europe in the Roman period (see Echavarren 2013), however it has been the most documented and studied of the period (Salway 1994). These naming conventions were often used as information transmission devices, providing details as to familial origins, birth precedence, and other important information about the bearer.
Like the heritable surnames which emerged in Norman England, Roman naming conventions overcame problems of information asymmetry through the supply of identity information.

The *praenomen* was a personal name given to a child nine days after their birth (Chase 1897). Salway (1994) lists just seventeen *praenomina* during the Regnal and Republican periods, although other sources differ in their estimates of *praenomina* in common usage (see for instance Chase 1897, Petersen 1962). Echavarren (2013) attributes the diminishment of these names around the 1st century due to their relatively limited stock; their usefulness in distinguishing between two individuals appears to have been limited. This problem was exacerbated by some families of the nobility, which tended to use only a small sample of the already limited number of *praenomina* in common usage; the patrician family ‘Postumii Albini’ almost entirely restricted themselves to using ‘Aulus’, ‘Lucius’ and ‘Spurius’ (Bailey 1976). These personal names saw little usage on a day to day basis, and tended to be abbreviated (Salway 1994). In addition, first born sons usually received the *praenomen* of their father, with subsequent sons receiving personal names subject to their precedence (Syme [1939] 2002). The use of a *praenomen* was often used to unambiguously indicate the month in which a child was born. The most common of these names were ‘Quintus’, ‘Sextus’ and ‘Decimus’. The original meanings of these were to indicate birth in the Roman months of Quintilis, Sextilis and December respectively. Other *praenomina* including ‘Octavus’, ‘Septimus’ and ‘Nonus’ signified October, September and November respectively, but were far less common (Petersen 1962).

Next in the *tria nomina* came the *nomen gentilicium*, which was considered the “central element” of the format (Salway 1994, 124). These names indicated the *gens*—clan or family group—into which a child was born (Chase 1897). Syme (2009, 40) equates these to a “family name”, although it must be emphasised that they generally refer to a larger clan group rather than what we would consider a modern nuclear family (Salway 1994). Their importance, and the emphasis placed on them by prominent individuals reflected the ability for the *nomen gentilicium* to indicate familial “connections with illustrious figures from earlier history” (Salway 1994, 126). This is seen most notably at the top of the Roman power structure at the turn of the millennium, where the (previously) *cognomen* ‘Caesar’, was converted explicitly into a *gentilicium*. Hence, the adopted sons of ‘Augustus’ were ‘Gaius Caesar’, ‘Lucius Caesar’ and ‘Tiberius Caesar’ (Syme 2009). Likewise, to discard an unwanted clan name might help obfuscate one’s humble origins for political purposes. ‘Agrippa’, contemporary and ally of ‘Julius Caesar’, chose to lose his *gentilicium* ‘Vipsanius’ for this reason (Syme [1939] 2002, 2009). To this end, adoption was often used as a way in which upward mobility for the adoptee, and the continuation of the *gens* for the adopting family, was realised (Lindsay

---

47 These are, preceded by their abbreviations: “A. [Aulus]; Ap(p). [Appius]; C. [Gaius]; Cn. [Gnaeus]; D. [Decimus]; L. [Lucius]; M’. [Manius]; M. [Marcus]; N. [Nemerius]; P. [Publius]; Q. [Quintus]; Ser. [Servius]; Sex. [Sextus]; Sp. [Spurius]; T. [Titus]; T(b). [Tiberius]; V. [Vibius]” (Salway 1994, 125 note 9).

48 This system originated when the Roman year was comprised of just ten months. For instance, *Nonus* (from the Latin for nine) indicated that the child who bore this *praenomen* was born in the ninth month, November. Similarly, *Decimus* (from the Latin for ten) was born in the tenth month, December.
2011). This was done by the adopted son of ‘Julius Caesar’, who discarded any reference to the gens ‘Octavianus’, and with it indication of his biological heritage (Syme 2009).

Finally, the cognomen was another heritable name which was used to “denote a particular domus (family) amongst the broader gens” (Salway 1994, 127). Badian (1988) describes their use as another way in which individuals could emphasise their origins, and were likely used by the elite for that purpose. The earliest known cognomina are thought to have origins in nicknames (Salway 1994). Chase (1897) sets out a taxonomy comprising eight distinguishable categories, of which ‘physical characteristics’ is determined to be the most common. For instance, ‘Sulla’ and ‘Rufus’ indicate their (original) owners as having prominent calves and red hair, respectively. Notably, the second category set out is that relating to ‘character’, and it is in this that we find the name ‘Augustus’, translated as ‘majestic’. Another category as laid out by Chase (1897) is that relating to familial relations, including ‘Spurinus’, ‘Geminus’ and ‘Frater’, denoting one who is illegitimate, a twin and a brother respectively. A set of names described in Petersen (1962) illustrate how these categories can relate to inheritance, and are ‘Primus’, ‘Secundus’, ‘Tertius’ and ‘Quartus’. These of course delineate the order of birth for male siblings which are significant in that they also indicate the importance of individuals for matters relating to the intergenerational transfer of property. And although (especially during the Republic), for political and legal matters, as well as those relating to inheritance, females were subservient to their male counterparts, the cognomina ‘Prima’, ‘Secunda’, ‘Tertia’ and ‘Quinta’ were thought to have initially existed to clearly set out domestic primacy and authority. The other categories relate to office or occupation, metaphors relating to animals or objects, locality, those derived from other names, as well as foreign names. And because of the declining importance of the praenomina to distinguish two individuals—due to the small number of them in common usage as discussed earlier—the cognomen took the “role of the diacritic name and individual signifier” from the early 1st century (Echavarren 2013, 353).

The three-name format of the tria nomina might also have further filial or tribal associations added to it. Thus, Cicero was more properly known as ‘Marcus Tullius Marci filius Cornelia Cicero’ (Cicero was the son of Marcus—Marci filius—and from the tribe Cornelia) (Wilson 2003). Similarly, individuals might also adopt an additional cognomen to signify a great personal achievement. ‘Publius Cornelius Scipio’, the general who defeated the Carthaginians at the end of the Second Punic War, famously added the name ‘Africanus’ to commemorate his victory. These additional cognomina are “distinguished by the grammarians as agnomina” (Salway 1994, 127). Interestingly, the use of the tria nomina was also a good indicator that its bearer had Roman citizenship (Bagnall and Frier 2006, Pothecary 1999) and therefore served as a sort of proto-passport (see Chapter 6). It remains to be seen whether the use of this naming convention, and the clan, tribal and family associations attached to it, might be studied from the perspective of mutual aid and insurance as discussed in Section 5.4.1.

The Roman tria nomina convention disappeared at a time of political, social and economic upheaval. As the western Roman Empire absorbed more and more foreigners from outside its borders, eventually collapsing as a cohesive political entity in the late 5th century, a single name system became largely universal throughout western Europe until the 11th century (Caplan 2001, Salway 1994, Wilson 2003). Depending on the economic and political complexity of the area, this single name system did not disappear until the 18th century in
rural France (Gersuny 1974), the 19th century in parts of what is now northern Germany, and persisted at least until the late 20th century in Iceland (Salway 1994, Scott 1998). The proliferation of surnames in medieval Europe is associated with both commercial sophistication, and the extent of administrative control in different parts of the continent.

5.3.2 The emergence of heritable surnames after the Norman invasion

The names common in England changed drastically in the decades and centuries after the Norman invasion (Freeman 1876, Redmonds, King, and Hey 2011, Reaney 1978, Reaney and Wilson 2006). Three quarters of the citizens in Canterbury had names of Norman origin within a century of the Battle of Hastings (Bartlett 2000). Similar figures are observed in the records of the Holm Cultram Abbey in Cumbria in the late 12th century (Reaney and Wilson 2006). The same trend is seen in Winchester, where all children had French names by 1148, “whether their fathers had English, Scandinavian or French names”, compared to just one in twelve at the time of the Conquest (Reaney 1978, 102). And while English names did not completely disappear—surnames such as ‘Bishop’, ‘Grant’, ‘Swift’ and ‘Wade’ all have their origins in old English personal names (see Reaney and Wilson 2006)—those of Norman origin quickly became the norm. Most of the population had names of Norman origin by early in the 13th century (Bartlett 2000).

Immediately prior to 1066 there was no consistent use of hereditary surnames in England (Freeman 1876, Gersuny 1974, McKinley 1990, Scott, Tehranian, and Mathias 2002). However, it was not unusual for individuals to make use of a second, non-hereditary identifier which might distinguish them from others based on their occupation, place of habitation, relationship or nickname. For instance, one might have had their name supplemented by an additional identifier such as ‘sēo dæge’ (the dairy maid) or ‘sē hwīta’ (the white-haired man) (Clark 1992).

The use of a second name has been described as of little consequence. Siblings from the same family often made use of different non-hereditary second identifiers. Pintens and Will (1995) recount one instance of eight sons, all with separate surnames of no association to that of their father. The point at which a second identifier can be categorically determined to have transformed into a hereditary surname is at times difficult to distinguish in the historical record. However, it surely comes around the point where that word loses its original personally descriptive properties in relation to the bearer. For instance, even when the same surname, occupational[49] for instance, is used by successive generations, one can only be sure

---

49 In reference works and more general historical scholarship, surnames are typically classified into four types, descriptive, occupational, relational and locational (see Bartlett 2000, Hughes 1959, Matthews 2007, McKinley 1990, Reaney 1978, Reaney and Wilson 2006, Scott, Tehranian, and Mathias 2002). Caplan (2001) and McKinley (1990) delineate locational surname types into both locative and toponymic. In such a distinction, ‘William Keevil’ would have a locative surname, due to his origin in the region south-east of Bath. In contrast, ‘Richard at the Green’ has a toponymic surname, with ‘Green’ referring to a generic geographic feature. For reasons which shall become apparent in later sections of this chapter, a five-type taxonomy consisting of descriptive, occupational, relational, locative and toponymic is emphasised. To illustrate this taxonomy, take Hughes (1959) who gives the example of ‘William Keevil’ (locative – Keevil being south-east of Bath) and his sons ‘William the Little’, ‘Henry Strong in the Arm’ (both descriptive) and ‘Richard at the Green’ (toponymic). ‘William Keevil’ also had grandsons ‘Hal the Page’ (occupational) and ‘John Richardson’ (relational).
that the name has truly become hereditary in the modern sense is if subsequent generations practice different vocations (Clark 1992). Thus, and as described by Freeman (1876), prior to the Conquest there is a high degree of certainty that ‘Sired Ælfred’s Son’ is indeed the son of ‘Ælfred’, ‘Godrel at Fecham’ lived in Fecham, while ‘Wulfric the Black’ likely had a dark complexion. In England, the private supply of identity information via a system of hereditary surnames truly began with the Conquest.

The adoption of hereditary surnames associated with private property and its intergenerational ownership was a rapid one amongst wealthy individuals after the conquest. Indeed, so rapid was their adoption that, in contrast to the almost complete absence of them in 1066, it was thought to be a social disgrace for a large landholder not to have a heritable surname by the 12th century (Hughes 1959). Evidence of this can be seen in the Domesday Book of 1086,50 in which Bartlett (2000) counts 398 major Norman landholders in England. Of these, only 13 per cent are identified with just a single identifier, while fully 33 per cent and 4 per cent of these landholders possessed toponymic and locative surnames respectively. This indicates how Norman landholders had begun to use names as a technology of identity to lay claim to private property.

The Norman invaders who conquered and subsequently ruled England were comparatively few in number. One estimate for the size of the invasion force is 10,000-15,000 men (Vincent 2011), while Tombs (2015) approximates just 8,000 Normans and hangers-on. This small force is compared to a native Anglo-Saxon population of between 2 and 2.5 million (Huscroft 2005). Yet in less than a decade this “small armed group speaking a language incomprehensible to the majority of the population” (Bartlett 2000, 1) had economic and political control over the entire country. Many iconic medieval fortifications date from this period,51 illustrative of the way in which Norman kings used castles as a tool of control over the native population (Huscroft 2005). Importantly for the model in question, widespread redistribution of landed property was another way in which Norman control was exercised, with the clear majority of major Anglo-Saxon landholders dispossessed of their land to make way for the barons, knights and other settlers who followed William from Normandy (Vincent 2011).

Such an exercise of land redistribution was all but absolute, with an almost complete annihilation of “England’s ruling class, physically and genetically”. This was combined with huge tracts of land being placed under direct control of William (Tombs 2015, 157). All other “holders of land owed their rights and allegiance ultimately to him” (Tombs 2015, 164). The greatest redistribution of property in the history of the British Isles was the way in which William rewarded those who embarked with him from Normandy, and was likely the primary way that they were enticed to join him on the risky attempt at conquest. I characterise this

50 Ordered by William shortly after the conquest, the Domesday Book is an important census of 11th century England at the ‘manorial level’. It provides documentary evidence for major landholders, with little information provided about individual peasants or small landholders. For instance villagers were counted (anonymously) along with ploughs, oxen and mills (Jones 2018).

51 Perhaps most iconic of these symbols of Norman conquest and rule is the White Tower of the Tower of London, built by William the Conqueror late in the 11th century (Clanchy 2014).
process as being analogous to the cardinal transaction as described in my model. By risking
their lives in the conquest of England, William’s followers ‘purchased’ property from him.

This process of land purchase via conquest and dispossession can be seen in the
administrative records of the Domesday Book of 1086\(^{52}\); only four Anglo-Saxon landholders
with any significant holdings are recorded (Huscroft 2005), with just two of those holding
“tenancies of the first order under the king himself” (Clanchy 2014, 33). William used the
granting of land to reward his followers virtually immediately after the conquest. It is in this
period that we can see the way that hereditary surnames played a role in the protection of
private property rights after this wholesale redistribution. Individuals granted land by William,
and their descendants, lived under legal uncertainty as to whether their holdings would be
honoured under subsequent administrations (McKinley 1990, Scott, Tehranian, and Mathias
2002). The adoption of surnames was hastened to maintain hereditary ownership claims to
those properties.

Hereditary surnames in England were adopted first by Norman landholders. Although a small
number of barons who crossed with William in 1066 had locative surnames referencing their
landholdings in France (McKinley 1990, Redmonds, King, and Hey 2011), or relational
surnames which usually provided genealogical evidence of the male line (Freeman 1876), they
were the exception rather than the rule. To be sure, while the use of secondary identifiers
among wealthy landholders was present in places such as Normandy, their hereditary use on
the continent was ‘tentative’ (Clark 1992, 553).\(^{53}\) Reaney (1978) gives the example of the ‘de
Montgomeri’ family, who took their name from near Falaise, Normandy; this name was said
to have been used since the 10th century.\(^{54}\) Rather, it was common among many of William’s
vassals and their descendants to adopt hereditary surnames after the conquest. This was the
catalyst for the private supply of identity in this model; these individuals rapidly adopted
surnames to “consolidate their position as hereditary property owners” (McKinley 1990, 30)
over lands in both England and Normandy.

The Domesday Book has examples of the rapidity in which Norman landholders used
surnames as such a tool of identification and to provide certainty of intergenerational
ownership. ‘Robert de Stafford’, ‘Robert de Hasting’ and ‘Robert de Olecumbe’ from

---

\(^{52}\) The Domesday Book can be considered a competitor identity technology to heritable surnames. While the
Domesday Book consists of a centralised and unalterable registry of property ownership, heritable surnames
are decentralised. The production of heritable surnames was decentralised as they were adopted, maintained
and modified by the property owners themselves, while the centralised Domesday Book was produced and
maintained by the state.

\(^{53}\) Planché (1874) gives an illustrative example of this. The six sons of ‘Richard de Courci’, a major Norman
landholder who accompanied William in 1066, all had different surnames derived from either their inherited
landholdings or place of birth. These sons included ‘Nicholas de Bacqueville’, ‘Fulk d’Aunou’ and ‘Baldric de
Balgenzais’, who had respectively inherited land in Bacqueville-en-Caux, Aunou le Faucon and Bouquence.

\(^{54}\) Reaney (1978) in passing attributes the use of hereditary surnames in France to the ‘Capitulary of Quierzy’,
signed by the Carolingian King Charles in 877. According to Freeman (1876) however, such a practice was still a
‘novelty’ leading up to 1066. This document was issued in order to guarantee the hereditary nature of secular
office to his followers, and was used as a way to shore up support while he was away on campaign (see Gravel
Staffordshire, Hastings and Ulcombe respectively, are plainly names adopted after the conquest and were not transported over from France along with the Norman army (McKinley 1990). These surnames became hereditary as they attempted to secure rights over English land which had been granted to them by William, those they still held in France, and as an identifying tool to successfully bequeath these rights to property to their heirs. The massive redistribution of land in England came at a time of great uncertainty for the newly installed Norman landholders; it was not clear that the land grants provided by William were permanent in nature, or if they would instead be temporary and subject to further redistribution by the current, or any future, monarch (McKinley 1990, Scott, Tehranian, and Mathias 2002).

Sovereign opportunism and uncertainty of legal rights to land assets was endemic. For instance, Bartlett (2000) provides a particularly illustrative example of successive redistributions with the case of Pevensey in modern day East Sussex. This territory was originally granted to William’s half-brother Robert, the Count of Mortain, later to become the 1st Earl of Cornwall, who was thought to have been at the Battle of Hastings (Cokayne, Gibbs, and Doubleday 1913, Cokayne and White 1959, Douglas 1943). The land was then given to ‘Gilbert de Laigle’ by Henry I following the Battle of Tinchenbray. They were then ceded to new owners twice in the 1140s, yet returned to the ‘de Laigle’ family when they were restored to ‘Richer de Laigle’ in 1166, being subsequently lost again by the same family in 1204. Finally, the lands around Pevensey were returned to (another) ‘Gilbert de Laigle’ who maintained Pevensey until his heirless death in 1231.

In addition to sovereign opportunism and legal insecurity, the tenuous nature of Norman rule after the conquest also provided uncertainty to the permanence of their landholdings; Norman England faced Anglo-Saxon rebellions, as well as military threats from Wales, Scotland, and Denmark (Clanchy 2014). Hereditary surnames provided some way to “stress the hereditary character of tenure” (McKinley 1990, 30). What can be seen from administrative records of this period is a process whereby wealthy Norman landholders and their heirs adopted names corresponding to their landholdings.55

The fluid nature of the use of heritable surnames in England after 1066 is evident in the case where multiple tracts of land are held. ‘Ricardus filius Gisleberti’ is described in the Domesday Book in a patrilineal manner, being the son of ‘Gilbert’ Earl of Brion in Normandy (Parliament of Great Britain 1829). Yet in the same document this individual is given multiple designations, all locative and reflecting holdings of land in Normandy, Kent and Suffolk. They are also known

55 It is prudent to acknowledge the spectrum along which newly installed Norman landholders fell, and how that impacted on both security of tenure, as well as the adoption of heritable surnames in England. Holt (1972) makes the case that security of succession weakened the further a landholder was from the top of the Norman power structure (which was of course closely correlated with how much land was held by the landholder in question). This discrepancy might be attributed to “knighthly families” being “much less conscious of family traditions of hereditary property” (Holt 1972, 35) compared to larger baronial landholders, along with the presence of significant numbers of mercenaries within the Norman forces during the initial invasion and subsequent English campaigns (Harvey 1970, Prestwich 1954). The security of intergenerational tenure was “vulnerable” for those with smaller landholdings well into the second half of the 12th century under Henry II (Holt 1972, 36).
as ‘Ricardus de Benefacta’, ‘Ricardus de Tonbrige’ and ‘Ricardus de Clara’ (Reaney 1978). This individual was said to have been a kinsman of William the Conqueror who accompanied him to England and was then rewarded with land. This land included around Clare in Sussex, which were “of the greatest importance” (Cokayne, Gibbs, and Doubleday 1913, 242). The name ‘de Clare’ remained in use by this family until the death of ‘Gilbert de Clare’ in 1314, when his sister and heir married ‘William de Burgh’, Earl of Ulster (Cokayne, Gibbs, and Doubleday 1913, see also Cokayne and White 1959).

Similarly, another of those said to have fought at Hastings, ‘Ralph de Toeni’ (see Cokayne and White 1953 appendix L postscript) had this name perpetuated by heirs who retained their principal lands in Tosny, Normandy. Yet the younger brother of the ‘de Toeni’ family took the name ‘Robert de Stafford’ owing to his possession of Stafford Castle after 1066 (Burke 1831). This name and lands were held in concert by the ‘de Stafford’ family until the mid 17th century, when the “male line of the Staffords became extinct” just prior to the civil war (Burke 1831, 492, see also Cokayne 1896). Another Norman contemporary of William whose heirs continued to use locative surnames derived from their newly acquired lands was ‘Robert de Hastings’. His successors include a steward to Henry I (Burke 1831), and the ‘de Hastings’ held this barony until at least the mid 16th century (see also Cokayne 1892, Burke 1831). Finally, in 1068, a ‘Henry de Beaumont’—also known as ‘Henry de Newburgh’ (Cokayne 1898)—the youngest son of ‘Roger de Beaumont’ was gifted Warwick Castle and its surrounding lands (Douglas 1943). After this, and until 1242, the five successors of ‘Henry de Beaumont’ used the name ‘de Warwick’ in conjunction with the name ‘de Newburgh’, referring to lands in Neubourg, Normandy which the family also held (Cokayne 1898). This demonstrates how claims over real property can be enforced by the production and perpetuation of a heritable surname.

The relationship between the inheritance of property and the production of heritable surnames can be seen most clearly when different parts of a larger family might adopt different surnames to reflect claims on property. McKinley (1990) details how ‘Richard de Trafford’, a 13th century landholder in Trafford corresponding to modern day Manchester, bequeathed land in Chadderton, modern day south Lancashire, to his youngest son. The major landholdings in Trafford were left to his eldest son. The youngest son then went by, and his descendants continue to use, the name ‘de Chadderton’. At the same time the oldest son and his descendants continue to use ‘de Trafford’. McKinley (1990) also recounts the adoption of the locative surname ‘de Sokenerse’ by a younger son of ‘William de St Leger’ in the late 11th century, owing to his inheritance of land in the area around Sussex. The line of the eldest son continued to use the surname ‘de St Leger’ owing to their possession of the larger French estate.

Surname practices among the propertied class in post-1066 England also demonstrates the way in which efforts to bolster inheritance claims depended on using “the surname of the propertied parent, regardless of sex” (Franda 2009, 161). Reaney (1978, 85) describes how by the 14th century heiresses “so often keep their maiden names, while their husbands change theirs to their wives’ names... In one entry, a woman takes her husband’s name, but when her father dies and she inherits his property, they both change to the father’s name.” Bartlett (2000) similarly describes an earlier instance of the inheritance of land which coincides with the adoption of surnames associated with them, regardless of gender. ‘Robert de
Muschamps’ passed on an estate in the late 12th century to his daughter who subsequently became known as ‘Cecily de Muschamps’. Her son and grandson who inherited land in Northumbria took the ‘Muschamps’ name, rather than that of her husband, ‘Stephen de Bulmer’. This indicates the primacy that the claim on land took in the adoption of hereditary surnames.

The legal and economic claim on private property related to a surname trumped any patronymic tradition. Anthony (2016) shows how in the 13th century ‘Hugh le Keach’ and ‘John atta Grene’ both adopted their (propertied) wives’ surnames. Similarly, from the same records of the Chertsey Abbey in Surrey, Anthony (2016) describes how a married woman who had initially taken her husband’s name reverted to her father’s name when she inherited his estate. And while the ability for females to successfully lay claim to property was substantially more difficult compared to their male counterparts—in general “sons were favored over daughters” while older children were favored over their younger siblings (Thomas 1988, 98)—a significant number of examples exist of men adopting the surnames of their mothers, wives, and even grandmothers as part of their efforts to claim ownership over property.

Significantly, and contemporary to the widespread adoption of surnames by major landholders, the Magna Carta of 1215 reflected an additional political effort by major landholders to facilitate the direct transfer of intergenerational property ownership without interference from the monarch (Rowley and Wu 2014, for general works on the Magna Carta see Berg and Roskam 2015, McKechnie 1914, Vincent 2012). The importance the barons placed on matters of inheritance is reflected in the primacy these matters were given at the beginning of this document (Berg and Roskam 2015). The ‘Great Charter’ signed by King John and his rebellious barons at Runnymede contains detailed restraints on the actions of the king after the death of a property owner, and the process by which inheritance of that property was to take place as set out in clauses 2-7 (from the McKechnie 1914 translation).

Yet this 1215 document was only one of a series of proclamations by English kings to limit payment due on inheritances, including the Henry I coronation charter in 1100 (Berg and Roskam 2015). From the perspective of the barons, the necessity to specify the mechanics by which the endowment of their property was to occur was due to the nature of feudalism in England following the Norman invasion. This saw the barons “hold their lands from the king” (Vincent 2012, 6), which had the implication of giving the king the option to deprive an heir of their inheritance on their father’s death. And although this right to deny inheritance was usually only exercised in the case of a revolt, a payment of ‘relief’ was required to inherit property. Prior to 1215, this amount was “undefined, and the lord frequently asked exorbitant sums”, sometimes along with an “annual acceptable present”. This is as clear an instance of sovereign risk as any.

Exploitation of this source of revenue saw King John force ‘John de Lacy’ to pay him 7,000 marks to inherit his father’s land in 1214 (Berg and Roskam 2015).56 To provide for some certainty in inheritance taxation arrangements between the king and major landholders, clause 2 explicitly sets out a relief of £100 for both “an earl’s barony” and “a baron’s barony”,

56 One mark was worth approximately thirteen shillings.
and 100s for the land of a knight (McKechnie 1914, 59). And as a great deal of the Magna Carta was concerned with what the barons considered as abuses of their rights (Vincent 2012), this document should be understood in conjunction with the adoption of heritable surnames. Both heritable surnames and the Magna Carta are institutional factors which major landholders adopted to “increase the magnitude of future payoffs as well as the certainty in which they will occur” (Bates 2014, 11) when considered from the perspective of intergenerational property transfer.

Yet the success of such charters in restraining the ability of kings to interfere in the inheritance of lands was limited over the successive three centuries. It was not until the passing of the Statute of Wills by Henry VIII in 1540, that a legislative mechanism was provided, giving landholders “the power of devising by will the greater part of their lands” (Bean 1968, 293). Such legislative mechanisms should be considered alongside heritable surnames, whereby heritable surnames acted in concurrence as an economic and political tool that endeavoured to affirm intergenerational property rights over land.

5.3.3 Adoption of heritable surnames by wider English society

What has been described up until this point is an economic and political process whereby the production, adoption, and private supply of surnames has largely been confined to those who have significant property ownership and hence commensurate concern for inheritance; heritable aristocratic surnames emerged far earlier than those of other classes (Bartlett 2000, Clark 1992). Ewen (1931) notes how in the 11th century, 62 per cent of instances of recorded names consisted of just a single identifier. Similarly, in one of the few instances of detailed information on the non-propertied class in the late 11th century, the lack of heritable surname is stark. From the market town of Bury St Edmunds, Reaney (1978, 309) analyses Court Rolls and finds that 660 ‘peasants’ have their names recorded. 359 of these are designated by a single name only, “104 were described by their father’s name (Goduine Stanardi filius, Ulfuine Teperesune)” while the remainder had non-hereditary surnames, often locative or descriptive. These included ‘de Mor’ and ‘Longus’, likely referring to someone from the region in Brittany or someone who was ‘long’ respectively.

The process whereby those outside the landed aristocracy took on heritable surnames began following localised legal arrangements. One early instance of this can be seen in an act of enclosure from the 13th century. In 1225 in Chester the local earl documented one of the earliest acts of enclosure,57 where the 102 free tenants who surrendered their rights to common ownership of land had their names recorded. Of these, just two were recorded by only a single identifier, while the rest had surnames (Bartlett 2000). Unfortunately, there is no evidence to indicate whether their children continued to use those surnames.

A rare instance of what appears to be the moment when a surname becomes hereditary by the non-wealthy can be seen in the case of three generations c. 1250. One ‘Robert Hereward’ is said to have had two sons, ‘Richard’ and ‘Ascelin’. ‘Ascelin’ also had two sons, ‘Warin’ and

---

57 Enclosure in England was largely facilitated through a series of Parliamentary Inclosure Acts in the 18th and 19th centuries (see McCloskey 1975), while prior to this it was more commonly enabled through localised agreements between large landholders and free tenants.
'Matthew'. Reaney (1978) shows each of these five individuals except ‘Richard’ used the surname ‘Hereward’, giving a good indication of its evolution into a hereditary one. The somewhat fluid nature of this process can also be seen by the different names given to ‘Warin’. This grandson of ‘Robert Hereward’ was referred to as “son of Ascelin Hereward de Glinton and Warin de Glinton” (Reaney 1978, 310), and ‘Warin Hereward’. In contrast, by the 14th century, claims were subject to rigorous legal requirements, with courts demanding written evidence of claims over land by free tenants. At this time even a ‘humble peasant’ could only claim his father’s land through appeal to a court and by inspection of local records; this legally enforced primogeniture provided “a direct incentive to men to keep the same surname that had been put down on the roll for their father and grandfather” (Matthews 1966, 44). In this way the transfer of land, and the parties involved in that exchange, came to be identified in large part by the surnames which were becoming more and more common (Reaney and Wilson 2006). This legal imperative was further enforced and codified by the actions of two English rulers in the 14th, and 16th, centuries, respectively.

Taxation arrangements during the reign of Richard II led to some of the first requirements for non-landholding individuals to adopt heritable surnames. A poll tax taken in 1381 saw tax assessors apply and enforce the adoption of (patronymic) surnames by those peasants they surveyed (Matthews 1966) to “determine eligibility for the tax” (Rampton 1993, 50-51). The enforced adoption of patronymic surnames should be contrasted with the often-locative surnames adopted voluntarily by wealthy landholders immediately following 1066. It must be noted however that their application was not universal in this context, indicating the somewhat slower and uneven growth of the surname in the less wealthy parts of society (Clark 1992). Not until the 16th century under the reign of Henry VIII was a nationwide system of parish registration for all inhabitants introduced (Szreter 2007).

This system of parish registration was developed by Thomas Cromwell, with Higgs (2004, 9) describing its purpose to preserve individual claims over inherited real property through the establishment of “state institutions for the recording and preservation of titles to property”. From 1538 all births, deaths and marriages were to be recorded, for reasons of both inheritance and state legibility; at the time Thomas Cromwell described it as a way in which legitimacy of property inheritance might be established, and as a way in which royal authorities might establish whether an individual was a subject of the crown (Higgs 2003).

Contemporaneous to this registration requirement was the passing of the Statute of Wills in 1540, providing landholders with the ability to nominate an heir to inherit their land (Bean 1968). Camden ([1605] 1870, 157) provides a rare instance of concrete evidence as to the precise moment when state authorities imposed a hereditary surname on an individual. During the reign of Henry VIII a Welshman announced himself in court, according to his

58 Efforts by tax assessors to collect unpaid taxes contributed to the ‘Peasant’s Revolt’ of 1381 (see Rampton 1993, Rowley and Wu 2014, Tombs 2015).

59 Contemporaneously, the 1539 Edict of Villers-Cotterêts was passed by Francois I of France which included a requirement for the registration of surnames after baptisms. However this legal requirement did not immediately have a material impact on many rural areas in France which still continued to use a single name system well into the 18th century (Gersuny 1974).

Yet this legal process was imperfect and slower the further one travelled from urban centres. Clark (1992, 582) emphasises that “some of the humbler families as even in the seventeenth century still relying on true patronyms in –daughter / son” (emphasis in original). Finally, registration of foreign individuals was another consideration in the adoption of surnames throughout England. Surnames provide legibility to the state (Scott 1998), such that individuals can be later embraced in the sense of Torpey (2000). An instance of this can be clearly seen during the reign of Henry VI, when a number of foreigners were registered in England as having “taken an oath of fealty, to inhabit the realm peacefully and enjoy his goods” (Public Record Office [1429-36] 1907, 537).

5.3.4 Discussion of the model

In the five centuries to the reign of Henry VIII, heritable surnames went from being a phenomenon largely confined to large landholders who used them as an identity technology to validate their claims to lands originally confiscated from a subjugated people, to one which was largely uniform, and enforced by nationwide registration practices. The most obvious link between the adoption of heritable surnames and claims over private property can be seen in the immediate aftermath of Norman invasion. Norman followers ‘purchased’ land assets from William by risking their lives in the Conquest, and many of them subsequently became large landholders in Norman England. These large landholders sought to cement their intergenerational claims over landed estates by adopting and promulgating often locative surnames which reflected the land itself. This was done under sovereign risk, and the constant threat of nationalisation. This process was later adopted as a nationwide institution, whereby state authorities used the identity technology to unambiguously identify individuals from all classes for the purposes of taxation, legibility (Scott 1998) as well as the legal enforcement of claims over landed property. The state requirement to use surnames in this way saw them transition from a privately supplied identity technology, to one which was public.

In this chapter I have contributed a model which shows that the heritable surname, and in the context of post-1066 England, is an institutional identity technology. Using the nexus of economic and political interaction implicit in NIEH (North 1971, North, Wallis, and Weingast 2006), I have established that surnames initially served as an identity technology with which to bolster the claims of (wealthy) heirs in their inheritance of property. Surnames—often locative and reflective of a geographic region in which the landholder held property—were used by wealthy landholders to reduce uncertainty over intergenerational ownership of property which was subject to the arbitrary actions of successive monarchs. This process occurred outside the purview of any central administrative authority, with landholders adopting surnames in a decentralised fashion; individuals changed their surnames at will to reflect claims over property without recourse to a central registry. That is, this was an instance of the private supply of identity. Such a process should be contrasted with centrally administered ones, for instance the Domesday Book which was a ‘final authority’ on matters relating to property ownership (Harvey 2014, Roffe 2000).
The success of adopting surnames which would validate hereditary claims to land was moderately successful. This is evidenced by the need for further (political) constraints. These constraints include the Magna Carta and other charters, along with the Statute of Wills. Nevertheless, considering their near immediate after 1066, and by almost all major landholders, their adoption did provide users some certainty over the disposal of their property. Heritable surnames gave their users sufficient certainty of future benefit which justified their adoption and use.

The production and private supply of heritable surname by some wealthy landowners from the 11th century in England—considered from the perspective of intergenerational property ownership—can be viewed as an attempt to exclude “nonpurchasers from the use of that which others have purchased” (Demsetz 1964, 18). By undertaking the Conquest with William in 1066, those of the Norman invasion force had risked death in battle and had anticipated rewards which generally came in the form of land which could in turn produce income, wealth, and prestige (see for instance Bartlett 2000 see also Myerson 2008). This anticipation of reward must have been buttressed by the knowledge that they were invading what had become one of the richest territories in Europe by the start of the 11th century (Rowley and Wu 2014, Tombs 2015).

This redistribution was very much part of the generally accepted consideration expected from William, given to those who “did him good service” during and after the invasion (Freeman 1876, 32). Afterwards they tried to protect, and exclude others from, those property rights. The exclusion of others, including the state, from the use of these property rights should be interpreted not only as an attempt to increase the value of their landholdings as private assets (Eggertsson 1990). They should also be considered a consequence of the relatively high value of English land in a European context (Rowley and Wu 2014, Tombs 2015). Here, the adoption of surnames can also be considered as one of the emergent and distinguishing features between ‘primitive’ and ‘modern’ societies (Posner 1980). The use of heritable surnames as a new technology from c.1066—or at least a long dormant technology, see the discussion on Roman naming conventions in section 5.3.1—acted as a driver, along with the exogenous shock of the invasion itself, for this identity technology to emerge in England. This identity technology was used to bolster the claims over property ownership by wealthy landholders, in the face of sovereign risk, following the Battle of Hastings.

Yet this did not provide for private ownership in any modern sense. The land initially granted was subject to the whims of William and his successors, while ownership rights were derived from the ultimate power in the English hierarchy—this was the nature of the system retrospectively named ‘feudal’ in the 18th century (see Tombs 2015). Indeed, the governance of this land mirrors aspects of what would be considered state ownership (Demsetz 1967), with the landholder acting as agent for the king, while maintaining some ability to pass those agency rights onto heirs, albeit at times with difficulty and usually with a non-zero cost. As such, it is worth considering any ‘private’ aspect of this ownership as being nested within the (feudal) institutional system. For if we consider a key determinant of private ownership as being the right to sell property to others (Alchian 1965, Eggertsson 1990), or pass it onto heirs, the absence of this unencumbered right is clearly apparent in post-1066 England.
This nested ownership reflects the nature of ‘bundled’ property rights (Alchian and Demsetz 1973), where landholders might maintain the right to cultivate and extract resources from the land, while the state—the monarch of England—often sought to exercise their right to dispose of that land for economic or political purposes. This is what North and Thomas (1971, 800) describe as ‘blurred’ jurisdiction over “the same piece of land” common in the English feudal system. A similar dichotomy is described by Hudson (2000, 101), with the nature of land title in England for the century after the Conquest coming down to arguments between land “held for life” and land “held heritably”. It is for this reason that the use of the heritable surname should be considered alongside other political tools which were used to promote the intergenerational nature of property, most notably the Magna Carta in 1215, and then the Statute of Wills in 1540.

A purely (endogenous) Demsetzian view of this process is therefore incomplete, and if we continue the property rights analogy such a view can be described as ‘naïve’; it ignores “social and political institutions” (Eggertsson 1990, 250). The customs dictating succession of property were not subject to the rule of law, indeed such a concept was “barely and rarely tolerated by the despots who ruled the land” (Rowley and Wu 2014, 15). Wealthy individuals and families who hoped to pass on property were often unable to predict either their ability to do so, or accurately ascertain the payment due—the ‘relief’—in the event they could even exercise that right. This is evidenced by the tenuous nature of landholdings after the conquest. Land granted by William and his heirs was liable for further redistribution, and there was (at least initially) a threat of Anglo-Saxon rebellions along with incursions from Wales, Scotland, and Denmark.

Therefore, there was the need for subsequent political negotiations over the coming centuries, including the Magna Carta. So, the economic condition of “scarcity and the need to internalize externalities” (Riker and Sened 1991, 953) are insufficient to account for the emergence of heritable surnames as an identity technology adequate to guarantee intergenerational property ownership. By introducing political conditions, Riker and Sened (1991, 953) overcome what they describe as a “defect of neoclassical political economy” by factoring in the recognition of property rights both by the state as well as other non-state participants. This is the approach I suggest is more appropriate to account for the emergence and production of such an identity technology.

The Riker and Sened (1991) legal-centric conditions of ruler enforcement, and the recognitions of other participants holds, but initially only weakly so. In a feudal system with decentralised power bases, the ability of the monarch to remain in power depended on the ongoing loyalty of enough barons and other powerful individuals (Rowley and Wu 2014). These individuals formed the ‘selectorate’. This selectorate is the set of individuals that “choose the government’s leadership and [whose membership is] necessary for gaining access to private benefits doled out by the government’s leadership” (de Mesquita et al 2003, 42 see also Abdukadirov 2010). And as de Mesquita et al (2003) illustrates in the case of England under King John in the 13th century, even a small subset of this selectorate could act
as kingmakers owing to the high concentration of military power among some of the more powerful barons.\textsuperscript{60}

The legal-centric view, which includes the political conditions of ruler enforcement and the recognition of other participants, emphasises the role of politics in the granting of property rights, and to further the analogy, the production of heritable surnames to secure property rights over land. A Demsetzian view of the emergence of this technology sees landholders adopt heritable surnames to lay an intergenerational claim over a valuable resource with sufficient potential future payoff to justify their use. What the legal-centric view of Riker and Sened (1991) suggests is that ‘rule makers’ give value to such an identity technology by their enforcement of property rights secured in such a manner. That is, rule makers must “desire to enforce the right” and be able to force others to “respect right-holders’ claims” (Sened 1997, 79). In the case of post-1066 England the enforcement of property rights delineated by heritable surnames became somewhat widespread, even as the period was punctuated by frequent instances of further land redistribution. In addition, the numerous charters issued by monarchs, including the Magna Carta, make clear that the inheritance of property was an ongoing source of conflict between the head of state, their barons, and other landholders. If the legal-centric view were unambiguously applicable to the period in question, it might be satisfying to say that heritable surnames are established to make claim over \textbf{1}) valuable rights, 2) where right holders desire those rights, 3) while rule makers recognise and enforce those rights, and finally 4), other participants recognise and respect those rights. These conditions are outlined in Table 4. on the next page. However, as has been illustrated, such a process cannot be described as linear from 1066.

\textsuperscript{60} It must be acknowledged that the existence of a ‘selectorate’, in contrast to all powerful sovereign, somewhat weakens the assumption of a monopoly seller in this chapter’s model. For simplicity of analysis I have chosen to retain this assumption.
<table>
<thead>
<tr>
<th><strong>Conditions for the emergence of heritable surnames #</strong></th>
<th>**Economic ***</th>
<th><strong>Political</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition met/not met in post-1066 England</strong></td>
<td>Rights have value</td>
<td>Rule makers recognise and enforce rights</td>
</tr>
<tr>
<td>Condition met</td>
<td>Condition met</td>
<td>Condition not met until the 14th and 16th centuries</td>
</tr>
<tr>
<td>Condition met</td>
<td>Condition met</td>
<td>Condition met</td>
</tr>
</tbody>
</table>

**Notes**

- Valuable land distributed to the followers of William in return for participation in Conquest.
- Desire for intergenerational property ownership by followers of William.
- Continued ability of the English monarch to deny inheritance. Evidenced by the need for the Magna Carta in 1215.
- Continued ability of the English monarch to deny inheritance. Evidenced by the need for the Magna Carta in 1215.
- Clear desire by the propertied classes for intergenerational property transfer. Again, evidenced by the introduction of the Magna Carta.

* These conditions are those economic ones set out by Demsetz (1964, 1967), scarcity and the need for the internalisation of externalities.

# Adapted from Riker and Sened (1991).

Table 4. A legal-centric view of the production of heritable surnames to secure property rights over land

As described in this model, heritable surnames were adopted to increase some potential payoff, along with its likelihood, through the internalisation of the benefits associated with property ownership. Indeed, the relative value of land in England rose from the 12th century, partly in response to its relative scarcity compared to a growing population, but also due to the increasing reality of the private ownership of land (Rowley and Wu 2014, Tombs 2015). This private ownership included greater autonomy of intergenerational transfer. This is consistent with the model I have contributed in this chapter, which suggests that sovereign risk, in the form of land redistribution, would see the private supply of surnames to ameliorate this risk. Surnames were adopted not as an institution to protect private property in the absence of government (see, for instance Leeson 2007, 2014, Stringham 2002), rather they were adopted to protect private property despite government. That is, this chapter describes an identity institution which protects private property under the threat of sovereign opportunism and legal uncertainty. Yet the probability of intergenerational property transfer occurring successfully was less than one, despite the political entrepreneurship that saw wealthy and landed individuals lobby for the ability to maintain monopoly rents (Brooks, Davidson, and Faff 2003). Thus, what is apparent is that surnames as an identity technology
emerged endogenously from 1066, and were subsequently recognised through legal-centric means when the technology was used by, or forced upon, less wealthy individuals. This was the process whereby the private supply of identity transitioned to a public supply of identity.

The adoption of heritable surnames by those in England who were outside the landed aristocracy took place over a longer period. This was in part due to the understandably diminished incentive of those who owned significantly less property which they might pass on to their heirs. Like their wealthier counterparts, those from the lower classes tended to adopt surnames as the incentive to do so arose, in the case of the lower classes, often because of some interaction with a state authority who demanded it for reasons of taxation, conscription and so forth.

In sum, heritable surnames in England after the Battle of Hastings arose as an informal institution, used by the propertied class to constrain the actions of William and his successors. The barons, knights and other hangers-on who followed the Conqueror from Normandy had benefitted from a massive redistribution of Anglo-Saxon land, and were eager to ensure that the land handed to them was held securely and was able to be passed on to their heirs. Only as those from the lower classes had property they could bequeath did they seek to adopt the same custom. Successful monarchs from the 14th to 16th centuries then saw their usefulness as a mechanism to aid them more efficiently levy taxes, transforming it into a formal institution. This gives the heritable surname the characteristics of what North (1990) would deem an ‘evolved’ rather than a ‘created’ institution, although this is not to say that at certain points along its evolution their nature has not been locked in a form of equilibrium via the actions of the legal system and organisation of the nation state. Requirements for the registration of births, deaths and marriages, along with legal requirements related to property inheritance (for all, rather than just major landholders) means that what was once an informal institution had become formalised within the operations of the state. This gives this identity institution characteristics of a spontaneous order (Hayek 1973, Polanyi 1948) which has subsequently been subsumed into formal institutional arrangements. An institution used by elites to mitigate sovereign risk and therefore maintain access to monopoly rents derived from their support of William during the Norman invasion (North, Wallis, and Weingast 2006) had been co-opted by the state to maintain tax revenue and legibility over its subjects for it to embrace them.

### 5.4 Some further institutional economics of names

The main contribution of this chapter has been a model which demonstrates the private supply and use of heritable surnames to mitigate the effects of sovereign risk and legal uncertainty. I also suggest that the broader study of names as an identity technology, and from an institutional perspective, might be a fruitful endeavour for further scholarship. The use of names to identify individuals has been ubiquitous in both primitive and modern society. Names have been described as the most basic and logical form of identification (Emens 2007, Scassa 1996). In the absence of other methods of identification, they provide a (relatively) robust means to allow one to map property rights and relationships back to others, as well as make sense of individual and institutional responsibilities and obligations (Scott, Tehranian, and Mathias 2002).
Names allow for increasingly complex exchange as they enable indirect interactions. Rather than directly asking Bob to do X, you can instead ask Alice to ask Bob to do X, even without Bob’s presence. In the absence of names, this seemingly insignificant exchange would present obvious informational difficulties. This ability to conduct indirect, impersonal exchange should also be considered in the context of long-term economic growth (see North 1981, Greif 2006). Yet despite their ubiquity, and early efforts via this chapter, an economic theory of the origin and function of names does not yet exist. This is not to suggest that names are not a topic of academic interest. They have been well documented as part of etymological and genealogical reference works, and are well studied in the broader social sciences.

Personal names have also been subjected to scholarly attention in departments of sociology (see Edwards and Caballero 2008, Elias 2001, Pilcher 2016, 2017, Sue and Telles 2007), psychology (see Busse and Seeaydarian 1979, Dion 1983, Twenge 1997), linguistics (see Robinson 2013, Tan 2006, Wilson 2005), as well as labour and demographic economics (see Bertrand and Mullainathan 2004, Clark 2014, Fryer and Levitt 2004). The social, psychological and anthropological aspects of personal names have further been subsumed into the field of identity economics, which sees names form part of an individual’s identity—“a person’s sense of self” (Akerlof and Kranton 2000, 715). According to this scholarship, names might form part of a social categorisation which influences one’s utility as derived from some action, as well as that of the wider group which one identifies with (Akerlof and Kranton 2010, see also, Akerlof and Kranton 2000, Darity, Mason, and Stewart 2006, Davis 2014). In this respect, the field of identity economics is examined at length in Section 2.2.2.

The use of names—an aspect of identity—as outlined above is largely derived from identity constructs in psychology and sociology (Akerlof and Kranton 2000, Gely 2007). As such, names have principally been treated as sociological phenomena in the literature. For instance, the relationship between names and the popularity of children was examined by Busse and Seeaydarian (1979, 153), who determined that names are a minor determinant of popularity, along with “race, physical attractiveness, eyeglasses, stature, and hair color”. Similarly, Edwards and Caballero (2008) examine the sociological determinants of children’s names when those children have parents from different racial, ethnic or religious backgrounds. Dion (1983) treats names as an input to cognitive mapping (see Tolman 1948), in that they provide a means for individuals to access mental information while reducing cognitive load, while Pilcher (2017, 812) argues that naming practices are associated with “the reproduction of binary sex categories and to gendered identities, hierarchies, and inequalities.” Finally, Wilson (2005, 40) examines the working names that dominatrices adopt, finding that they are typically a function of “class, femininity and mystery”, while “they [also] play an important role in the construction and maintenance of this culture’s identity.”

The wider economics literature has largely examined names from a labour market perspective, as well as through identity economics literature as typified by Akerlof and Kranton (2000, 2010). Several labour market studies have determined evidence of discrimination in hiring practices directed against those perceived to have minority names (see Bertrand and Mullainathan 2004, Jowell and Prescott-Clarke 1970), although Fryer and Levitt (2004, 801) argue that carrying a ‘minority-sounding name’ is “primarily a consequence rather than a cause of poverty and segregation.” Akerlof and Kranton (2010) attempt to explain these (contested) instances of discrimination through an identity economics lens.
They argue that early economic theories of discrimination, including Gary Becker’s (1957) ‘taste-based discrimination’ and Kenneth Arrow’s (1972a, b, 1973) ‘statistical discrimination’ are inadequate, in part due to their inability to explain the observed behaviours of those discriminated against. Akerlof and Kranton (2010) instead suggest that discrimination is the product of antagonism between oppositional groups. Here, discrimination based on different styles of personal names might be explained by “negative opinions about those assigned to different groups” (Akerlof and Kranton 2010, 100), and the choice to adopt “oppositional identities by those in excluded groups” (Akerlof and Kranton 2000, 739). As such, differences and discrimination associated with naming practices would be explained in the identity economics framework by changes in the payoffs resulting from an individual’s actions, as well as that of others. In the former, this would suggest that perpetuating a name that resulted in discrimination might be utility maximising for that individual even if a standard utility function would suggest otherwise. Likewise, and in the latter, the utility of group members might be contingent on the conformity of other members of that group to established norms, in this case through their use of naming practices.

This chapter asserts that this literature, as outlined above, is inadequate for any explanatory analysis of the emergence and use of names as an identity technology contemporaneously and throughout history. Names play a fundamental role in exchange, in that they constitute an identity technology that is used by counterparties to provide some assurance of who they are, along with any attributes that might be relevant to that instance of exchange (see Carr and Landa 1983).

Here, I shall provide some instances in which names might be examined as a transaction cost economising identity technology. I suggest the use or existence of names might be examined in several ways, and give examples. These are via 1) informal insurance mechanisms, 2) reducing information and search costs, 3) indicators of occupational licensing, and finally 4) the facilitation of taxation and other political exchange.

5.4.1 Clan names and informal insurance mechanisms

Carr and Landa (1983) determine that clan names\(^{61}\) constitute an intangible asset which provides the possibility of mutual aid amongst members of a group. This itself builds on the work of Posner (1980) and Buchanan (1965), and their work on, respectively, the role of informal insurance mechanisms, and the economic theory of clubs. Clan names are used as an information cost economising mechanism to determine eligible recipients for mutual aid in the face of calamitous events. The risk of such events can be spread across members of a group, with names determining eligibility to “an insurance policy which protects club members against declines in their income.” (Carr and Landa 1983, 153). Names thus provide a mechanism by which mutual insurance can be provided in times of need, while also providing some way in which free-riding can be detected and punished, preventing fraudulent claims of group status and the benefits of membership (see also Posner 1996).

\(^{61}\) Here, clan names should be considered as interchangeable with surnames.
5.4.2 Surnames as a mechanism to reduce information and search costs

The use of single names presents cognitive and administrative limitations. As an example, take that of a small community, one which is comprised of perhaps no more than 150 people. An individual might be reasonably expected to know everyone in that community. The use of facial features, memory and a single name might suffice for the purposes of political, economic and social exchange—an analogue form of biometric identification. In this community, even a single identifier—such as a single name—would likely be sufficient to distinguish between individuals in most contexts; “a single attribute may define an identity” for the purposes of exchange (Chango 2012, 39).

Yet an individual’s cognitive ability to simultaneously monitor and maintain relationships numbering greater than 150 is limited due to the size of the human neocortex (Dunbar 1992, Hill and Dunbar 2003). The information and search costs associated with finding ‘the’ individual you are looking for become commensurately larger as population size increases. In addition to cognitive limits, ambiguity is avoided, or at least limited using additional identifiers and additional complexity of naming practices. For instance, it has been estimated that in what is now modern day Britain 90 per cent of the male population shared just six names in the 12\textsuperscript{th} century (Scott 1998), while 15 per cent were called William (Hughes 1959). Such limited naming practices sees a relationship between the density of population, the distribution of names, and the need for a second identifier. For this reason, surnames “began to be added, as a kind of adjective modifying and extending the limited stock of baptismal names” (Caplan 2001, 54). Subsequently, the expansion of commercial activity and the administrative state closely tracks the proliferation of the use of a second identifier—a surname—as an attribute used to assist individuals and authorities unambiguously and indirectly identify individuals for the purposes of contracting, as well as the maintenance of tax and property registers, conscription lists, and censuses (Gersuny 1974, Scott 1998).

\begin{footnotesize}
\begin{itemize}
\item[62] Scott, Tehranian, and Mathias (2002) provide an example of how difficult finding an individual amongst a population might be in a situation where only a small number of names are shared, and where none have a second identifier. For instance, they estimate that in 1700, most small communities in England shared just eight male names. Those names were John, Edward, William, Henry, Charles, James, Richard and Robert. If the community numbers 1,000 male inhabitants, and those names are evenly distributed, you would expect to have 125 individuals with each name. If an official is looking for one ‘Henry’, 124 of those he comes across will not be the ‘Henry’ he is looking for, and he is unlikely to find his man without local knowledge and assistance. With more realistic assumptions, the difficulty of finding an individual will vary with the popularity of the name. If half the male population bears the name William, the chances of the official finding the correct ‘William’ will vary accordingly.

\item[63] Mill ([1843] 1974, 980) provides an example which shows the difficulty of distinguishing individuals even when the relevant population size is limited. In this case, the example is distinguishing between monarchs. Identifying a particular individual as the ‘Monarch of England’ presents difficulties as it could apply to an inordinate number of people, in whatever way it is defined. Mill defines such a term as a ‘general’ one. This can be rectified in several ways. The first is to identify an individual as the ‘present Monarch of England’, as such a title is granted “in succession, however, not simultaneously”; England has one monarch at a time. The second way is to use a name in addition to the title. Thus, ‘Queen Elizabeth II’ conveys far more distinguishing information than does ‘Monarch of England’.\end{itemize} \end{footnotesize}
The process of adding surnames was a disparate one in, and amongst, regions. What this suggests is that the incentive to add these second identifiers, and thereby reduce information and search costs, is predicated on the economic and political sophistication of the region and society in question. Their adoption would typically reflect the social, political and economic conditions of the region (Caplan 2001), as well as changes in population density and mobility (Hughes 1959). The adoption of surnames reflects both the ability of a central state authority to project their power into a region, as well as the emergence of systems of private property and the sophistication of exchange (Scott, Tehranian, and Mathias 2002).

So, while some localities have up until relatively recently largely eschewed the use of a surname, others were known to have used them well into the ancient past. Nielsen (2010) dates the use of hereditary surnames in Babylon as early as the 15th century BCE, reflecting the early urbanisation of many areas in Mesopotamia, as well as the projective power of the state. In contrast, peasant farmers in rural France did not begin to use a surname until the 18th century, even though Parisian tax registers listed them from the 13th (Gersuny 1974). Even contemporaneously, individuals in some areas of Asia and Africa consider their use as “unknown or exotic” (Pintens and Will 1995, 45).

5.4.3 Surnames as a proxy for occupational licensing

“There can be some sorts of industry, even of the lowest kind, which can be carried on nowhere but in a great town. A porter, for example, can find employment and subsistence in no other place. A village is by much too narrow a sphere for him; even an ordinary market town is scarce large enough to afford him constant occupation. In the lone houses and very small villages which are scattered about in so desert a country as the Highlands of Scotland, every farmer must be butcher, baker, and brewer for his own family. In such situations we can scarce expect to find even a smith, a carpenter, or a mason.”

(Smith 1776a, 121-122).

The growth in distinct occupational types has been attributed to increased agricultural productivity and market size (Gersuny 1974), as well as changes in population size and improved transportation technology as discussed by Smith above. Gersuny (1974) notes that in the passage above from Smith, he recognises eight occupational specialisations. Even in the medieval period, the variety of minutely specialised occupational surnames is significant; Reaney and Wilson (2006) note 165 different English surnames just for the cloth industry. As discussed earlier, occupational types form one of the categories of the typical surname taxonomy. These occupational surnames serve a fundamental purpose for economic exchange. Used as an identity technology, they substantially reduce the search costs associated with finding a butcher, baker or brewer (at least while that surname maps to its owner’s occupation, rather than simply to that of an ancestor).

I suggest that occupational surnames might have also functioned as a primitive form of occupational licencing. The types of occupational surnames seen in and amongst locales can be taken as a proxy not only of the extent of the market (Smith 1776a), but can also explain the types of goods and services that were produced in certain regions, and at certain times.
Gersuny (1974) shows how most European languages have surnames that correspond with the English ‘Baker’, ‘Carpenter’, ‘Smith’ and ‘Miller’; bakers, carpenters, metalworkers and millers are largely universal professions. Similarly, the presence or absence of certain surnames can be explained through regional preferences for goods and services. The absence of the Spanish or Italian equivalent of the surname ‘Brewer’ might be due to the preference for wine over beer at the time when surnames were acquired. Likewise, the absence of an English surname corresponding to the occupation of bricklayer might be due to the types of construction material typically used before the 15th century in England.

The timing of adoption between localities is also apparent when you examine the typical surnames in different regions. ‘Taylor’ was adopted as a surname in England at a time when tailors would have made a wide range of items from clothing to shoes. In Germany however, the surnames ‘Schumacher’ (shoemaker) and ‘Schumann’ (shoeman) are common, which reflects the fact that in what is now Germany, surnames were not adopted until tailors and shoemakers had become distinct occupations (Matthews 2007). And while the link between occupational surname and actual occupation is severed when an individual no longer practices the craft associated with their name, prior to this break the use of a surname might have served to associate an individual with “the excellence of the craft and the reputation of the guild.” (Nicolainsen 1980, 127). If occupational surnames functioned as a proxy for quality or reputation in some field, it could be that they were used to overcome information asymmetries as described by Akerlof (1970), while also serving to maintain access to monopoly rents. It remains to be seen if medieval guilds, for example, were actively involved in the monitoring and policing of surnames associated with their craft.

5.4.4 Surnames facilitate taxation and other extractive activity

Surnames also function to facilitate political exchange. States provision public goods and services to their subjects, and in return extract resources in the form of taxation and labour (including military service). A central authority has an interest in having a clear and easily comprehensible understanding of the numbers and nature of their resident population. That is, they serve as an information cost minimising device, overcoming information asymmetries between the ruler and the ruled. In this respect, the need for the state to comprehend their population is examined at length in Chapter 6. Surnames provide a way in which a population is legible to the state (Scott 1998), and, in the sense of Torpey (2000), can be embraced by its authority. State authorities have an interest in ensuring that individuals maintain a single identity that can be used for taxation, conscription, and entitlement purposes. In this way, the state might ensure it collects taxation along with military services from all eligible citizens, while it simultaneously seeks to prevent individuals from illegitimately lessening their progressive tax burden, or illegitimately increasing their access to welfare entitlements and voting property rights.

Aside from enabling efficient taxation, conscription and welfare provision, surnames also provide a tool through which political ends might be achieved. This might include providing a way to distinguish between certain family, ethnic or other defined groups against which the state wishes to favour or discriminate against. Instances of the latter are evident in polities dating as far back as the Persian Empire of the 6th century BCE (see Nielsen 2010). In addition to enabling overt discrimination, surnames can be imposed by a state to ensure standard
naming practices, including as a way of pursuing a political agenda. The wholesale modification of (or adoption of new) surnames has occurred up until relatively recently as a means of enforcing “cultural and social hegemony” (Hametz 2002, 6). Turkish name policies in the early 20th century dictated that individuals only use approved names, with Armenian, Slavic, Greek, Persian and Arab endings forbidden in favour of Turkish ones such as ‘–oğlu’ (Türköz 2007). In addition, border regions which have been subject to annexation have seen similar impositions of standardised naming practices.

Following the transfer of the city of Trieste to Italy following the defeat and dissolution of the Austro-Hungarian Empire at the end of World War I, residents were first encouraged, and then forced, to adopt modified names to reflect geopolitical realities. This culminated in the Fascist period in Italy where surnames were forcibly changed by decree. In some cases, spellings of names were changed to reflect Italian endings. To this end, ‘Arko’, ‘Bresciak’, ‘Gutty’ and ‘Marinschegg’ became ‘Arco’, ‘Brescia’, ‘Gutti’ and ‘Marini’ respectively. Other changes were more radical, with names translated into Italian; ‘Golob’ (dove) became ‘Colombi’, and ‘Wodopivec’ (drink water) became ‘Bevilacqua’ (Hametz 2002). Similarly, yet in magnitudes more disastrous for those in question, the Nazi regime in Germany sought to better identify the Jewish population through naming practices; a decree in 1938 compelled those of Jewish origin to append their names with either ‘Israel’ or ‘Sara’ if their original names were not sufficiently Jewish (Casquete 2016, Kershaw 2008, Rennick 1970).  

5.5 Conclusion

The contribution of this chapter is a simple one; heritable surnames are an identity technology which provides reference to the past, and in doing so overcomes uncertainty of outcome. That is, they provide their users a reference point to past economic, social and political events. Incorporating the economic and political analysis from the NIEH, along with the origin of property rights literature, I have contextualised the origin of heritable surnames in the context of England from the mid-11th century. In the model I have developed, intergenerational property ownership existed in an environment under sovereign risk. The monopoly seller described in this model possesses private information related to their future intentions to nationalise land, or not. To constrain this opportunism, buyers of land assets produced heritable surnames—an institutional identity technology—as one means to provide certainty. To be sure, this was less than perfectly successful. Yet as imperfect as it was in practice, such an identity institution was used as a measure of protection against state action. To pre-empt the next chapter, identity institutions have also been used for the opposite effect. State actors also suffer from the effects of private information and hence supply and use identity institutions for reasons of ‘legibility’ (in the manner of Scott 1998 see also Torpey 2000) over their citizenry.

What is apparent from the analysis is that the institution in question was employed first by political entrepreneurs eager to maintain the monopoly rents they had purchased from the state as part of their involvement in the Conquest. This saw them rapidly employ these

64 The Nazi regime also forced their Jewish victims to wear identifying armbands (Szarota 2004) while simultaneously employing sophisticated information processing technologies (Dillard 2003). Thus, they used multiple identity technologies to efficiently enact their horrid racial programs.
surnames to reference their predecessors. In the case of locative surnames the reference was explicit. The use of such a surname being a clear signal to both state and non-state actors of the legitimacy of their claim to that land. The technique was not a complete success however, owing not least to the numerous instances of land redistribution and other arbitrary actions by English monarchs. The extant evidence is therefore inconsistent with a Demsetzian view of the emergence of heritable surnames. The redistribution of land by successive monarchs indicates the validity of a legal-centrist view; political considerations dictate that the state must recognise surnames as legitimate markers of property ownership for them to have consistent effect. The Magna Carta and the Statute of Wills are two examples of further political interventions which were necessary to facilitate inheritance within the rule of law. The further evolution of this identity technology was the eventual appropriation by the state, owing to their desire and need for legibility over the population for extractive purposes.
Chapter 6. The stationary bandit with stationary captives

6.1 Introduction

Using an expanded version of the stationary bandit model, this chapter contributes an examination of the way states have used means of administrative identity to distinguish between individuals for extractive and other purposes. In my model, states first demand identity information related to their population, which they then seek to satisfy via the public supply and use of identity technologies. A main contribution of this chapter is that, in contrast to the homogeneity assumed in the original model, the heterogeneity of a population means that different individuals provide varied value to a stationary bandit, and are treated accordingly. To discriminate between individuals within a population for the purposes of resource extraction, as well as the allocation of public goods, rulers use identity technologies such as sauf-conduit, passports, and other administrative means. Rulers can similarly use these identity technologies to increase their extractive capacity.

I have defined identity as a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. I have already demonstrated how identity can mitigate information asymmetry, and the way identity operates in a transaction cost minimising manner. Here the overarching theme is that identity institutions are used to overcome the effects of uncertainty, as well as overcome opportunism by heterogeneous actors with varied endowments, tastes, and motivations. Complementing this depiction, and as described by Scott (1998), nation-states seek to make their populations ‘legible’ to better extract labour and other resources from them. This chapter focuses on the implicit political exchange between a populace and a stationary bandit (Olson 1993, 1995), where the stationary bandit has monopolised tax theft over the populace. That is, this chapter explains the use of identity institutions to overcome the effects of private information between a ruler and the ruled. In contrast to the previous chapter, this results in the public supply of identity. The motivations for this are reasons of state legibility (Scott 1998) and subsequent control over a population.

The model I contribute in this chapter involves a monopoly seller with many heterogeneous buyers. In exchange for the provision of public goods, heterogeneous buyers are preyed upon in the form of resource extraction. Consistent with the theme of this thesis, buyers are assumed to be heterogeneous owing to a rejection of economic and political models which sees interaction occurring between ‘anonymous partners’ (Carr and Landa 1983, see also Demsetz 1988, Williamson 1985, Telser and Higinbotham 1977). That is, the seller is under a veil of uncertainty owing to the private information possessed by the buyers in this model. Consistent with the assumption of self-interest in Olson’s (1993, 1995) model, the monopoly seller finds it worthwhile to increase their extractive capacity through various means, including greater ‘legibility’ (Scott 1998) over their population, as well as the accumulation of greater numbers of citizens into their population stock.

My model therefore has predictive capability. Owing to the heterogeneous nature of a captive population, rulers have an incentive to supply and deploy identity technology to distinguish
between low value and high value individuals. It is also predicted that the provision of public goods will be commensurately rationed, owing to the varied values which individual citizens have to the ruler. I assert that these identity technologies, and instances of this discrimination, will be seen at points throughout history.

This chapter is set out as follows. In Section 6.2 I develop an expanded stationary bandit model of government. This model sees a ruler actively distinguish between members of their captive population for the purposes of predation. Sections 6.3-6.6 comprise case studies with which to evaluate this model. Section 6.7 concludes.

6.2 The model

The main contribution of this chapter is a simple model of discriminatory resource extraction. It describes some of the ways states have distinguished between members of their populations to fulfil economic and political goals. The model I develop in the following pages is a logical extension of the ‘stationary bandit’ model of government initially developed by Mancur Olson (1993, 1995). Olson’s model is an “antisocial contract model of the origin of government” (Davidson and Potts 2017, 70 see also Stiglitz 2002), which sees a stationary bandit monopolise tax theft within a territory. Crucially, from the perspectives of both the bandit (ruler) and those from whom they extract resources, they might both be better off (Currott and Fink 2012, cf. Chen 2004). This is due to the economic incentives available to the population within a polity under a stationary bandit, along with the ‘encompassing interests’ of both the ruler and the ruled (Olson 1982). By protecting citizens from the predations of roving bandits, the stationary bandit increases the profitability of income generating activities, part of which can then be confiscated (Olson 1993, 1995, McGuire and Olson 1996, Dixit 1999, Murtazashvili and Murtazashvili 2016).

The model I develop, and that originally advanced by Olson, assumes a self-interested ruler which is consistent with models of state formation put forth by Barzel (2002, 2003), North, Wallis, and Weingast (2009), Acemoglu and Robinson (2012), amongst others. It addresses Sened’s (1997, 15) critique of the Hobbesian notion of a “benevolent sovereign who protects the rights of his or her subjects, instead of explaining the motivation of the sovereign to do so”. This is analogous to the approach taken by Geoffrey Brennan and James Buchanan (1980), and their rejection of a ‘social welfare function’ (Bergson 1938, Samuelson 1947) along with any relationship it might have to theories of the state. In the stationary bandit model, rulers refrain from stealing everything, not out of their benevolence, but rather out of self-interest (Dixit 1999, Chen 2004, Murtazashvili and Murtazashvili 2016). Over the long-run, providing public goods, and simultaneously leaving some income producing assets in private hands, comprise justifiable costs as they promote private investment and commercial activity within a polity, a part of which can then be taken through regular taxation (McLean 2000, Polishchuk and Syunyaev 2011). Here, the rate of taxation will differ from that of the roving bandit. This can be illustrated using the Laffer curve, which sees a roving bandit steal

\[ \text{As McLean (2000) points out, this has parallels with some economic theories of organised crime (see, for instance Gambetta 1993, Varese 2001).} \]
resources at the right-hand side of the curve, while their stationary counterpart will “cultivate the economy over which he has control for the longer run” (Dixit 1999, F450).

The shortcoming my models addresses, is that the standard stationary bandit model of government treats the implicit exchange as being one between a ruler, and an anonymous citizenry. Such a model is analogous with mainstream economic models which sees exchange as occurring between ‘anonymous partners’ (Carr and Landa 1983). Yet such impersonal models of exchange ignore the importance of identity in economic and political exchange. That is, mainstream economics ignores the vectors of characteristics which comprise the identity of individuals, and where uncertainty over those characteristics would likely diminish instances of exchange (Akerlof and Kranton 2000, Arrow 1972c, Ben-Porath 1980, Carr and Landa 1983). Quite simply, market exchange does not typically occur between homogenous entities (Demsetz 1988, Williamson 1985) in an idealised spot-market transaction (Telser and Higinbotham 1977). I suggest the exchange described under my modified stationary bandit model will see the ruler first take an interest in the heterogeneous nature of their citizens due to their varying abilities to pay tribute, and then treat them differently according to those abilities.

The model I develop in this chapter is simple. There are many heterogeneous buyers and a monopoly seller. In exchange for public goods, buyers are taxed at some level short of resource exhaustion. This, along with benefits derived from public goods provided, sees the monopoly seller maintain access to extractable resources over a longer time horizon than would a roving bandit. Buyers have access to private information, such as that related to their own ability to provide tribute. As a result, the monopoly seller might find it worthwhile to label, or otherwise increase their ‘legibility’ (Scott 1998) over, a captive population. That is, the public demand for identity is satisfied by the public supply of identity. In addition to providing for more efficient resource extraction, the monopoly seller also discriminates in the provision of public goods. This discrimination in public good provision is in part based on a buyer’s value to the seller.

Stationary bandits—the monopoly seller—monopolise resource extraction from a polity—the group of heterogeneous buyers. In exchange the monopoly seller provides public goods to the buyers. The level of predation under the stationary bandit is lower than that of their roving counterparts, due to the encompassing interests of the ruler, and the ruled, to maintain some stock of productive assets from which future income streams might be derived. Yet there will always be some degree of heterogeneity within a population preyed upon by a stationary bandit. Hence it is in the interest of a ruler to distinguish between citizens. Rulers seek not only to extract resources in the form of money and other capital, they also extract labour resources, for instance through conscription. As such, states seek to maintain some degree of ‘legibility’ (Scott 1998) over their citizens, as the heterogeneous nature of their citizenry means they have varying capacities to transfer monetary, labour and other resources to the state.

In addition, stationary bandits derive their wealth from a monopoly on theft, and as such it is trivial to demonstrate the incentives under which a ruler will increase the number of captives from whom they can plunder. Rulers will continue to add additional citizens to their polity so long as the value they can extract from them is greater than the cost of providing public goods.
to them. Put another way, up until the point where the marginal cost of providing public goods to each additional citizen equals the marginal revenue extractable, it will be in the interest of a ruler to increase the population of their captives. Apart from natural means, methods by which rulers can increase their population size might be territorial conquest, along with policies to encourage immigration. Maximising their resource base might also be achieved by preventing current captives leaving the polity. In addition, as the heterogeneous nature of individuals means that they have varying capacities to pay (monetary and labour) tribute, it is in the interest of rulers to maintain legibility over who crosses their borders.

I have described a model of government where a stationary bandit has an incentive to maintain legibility over their population due to the varying abilities of their citizenry to pay tribute. However as discussed earlier, rulers also provide security and other benefits to the extent that those public goods increase the capacity of the citizenry to produce income which can then be exploited. The model I have developed further suggests that the public goods provided are not equitably distributed, but rather discriminatorily supplied. That is, certain members of the captive population receive more favourable treatment from the stationary bandit than do others. To this end, rulers must also be able to distinguish between citizens due to heterogeneous nature of the provision of public goods they are willing to provide.

The model I seek to advance therefore leads to two testable hypotheses. The first of these is that 1) stationary bandits value members of their population differently, and use identity technologies to control higher value individuals. If the heterogeneous nature of the citizenry within a polity means that a stationary bandit values them commensurately, there will be historical instances of identity technologies employed to this effect. That is, a stationary bandit will likely desire greater control over the movements of citizens of greater value, than their lower value counterparts. The second hypothesis is that 2) stationary bandits use identity technologies to discriminatorily supply public goods and access to other services. The public goods provided to citizens under a stationary bandit will similarly be discriminatorily supplied, again owing to their varying ability in creating future income streams for taxation purposes. This chapter shall now examine four historical instances—Ancient Rome, early Medieval Europe, revolutionary France, and Communist China—as case studies for the model.

6.3 Citizenship and mobility in the Roman Republic and Empire

This section examines the Roman state and the way that identity institutions were used to distinguish between individuals for resource extraction and for the provision of public goods. The institutions of citizenship, the *diploma*, and the *tractorium* were how, respectively, the Roman state distinguished between its populace, as well as afforded users access to the infrastructure of the *cursus publicus*—the Roman transportation system. Together, these institutions attempted to confer a form of administrative identity upon citizens to ensure rights and responsibilities were discriminatorily applied.

The ability to move relatively freely was open to many, and closely linked to the concept of Roman citizenship. Scheidel (2004, 20) considers mobility as “one of the most essential characteristics of Roman citizenship”. This characteristic of a mobile citizenry stemmed primarily from the practicalities of waging war across a vast and growing empire with a citizen army (Speidel 1976), along with resettlement for the purposes of state-building (Scheidel
Yet aside from the propensity to move as part of the legions, or as part of mass resettlement programs, Roman citizenship also brought with it privileges and responsibilities, albeit ones that were not static over the course of the Roman period.

One of the primary privileges of citizenship was that of *provocatio ad populum*, later *provocatio ad Caesarum* under the Empire (Keener 2015). This right of petition to the Emperor (to the Roman people during the Republic) could in theory be exercised by any citizen, resulting in the cessation of local court proceedings in what Nicolet (1980, 20) describes as a “civil and juridical safeguard”. As a Roman citizen, St Paul could exercise his right to *provocatio* in the 1st century after his arrest in Jerusalem.

Paul answered: ‘I am now standing before Caesar’s court, where I ought to be tried. I have not done any wrong to the Jews, as you yourself know very well. If, however, I am guilty of doing anything deserving death, I do not refuse to die. But if the charges brought against me by these Jews are not true, no one has the right to hand me over to them. I appeal to Caesar!’ After Festus had conferred with his council, he declared: ‘You have appealed to Caesar. To Caesar you will go!’ (Acts 25:10-12).

Similar rights were reserved to citizens who were caught up in prosecutions of Christians under Pliny the Younger. Those Christians deemed to be citizens were sent for trial in Rome (Nicolet 1980). Citizens were thus in theory protected from “summary violence” and had the right of appeal in legal matters (Lavan 2016, 35). Aside from this early form of *habeas corpus* available only to citizens (Nicolet 1980), citizenship conferred to its beneficiaries’ rights in the form of subsidies and tax benefits, as well as access to civil and military offices.

The ability to purchase subsidised grain in Rome was another right restricted to citizens (Garnsey and Rathbone 1985), while Roman citizenship conferred to the holder tax benefits (and obligations). Roman citizens were exempt from certain taxes (Sherwin-White 1973), including the land and the poll tax, along with most direct taxes (Ando 2006)—although they were subject to others including the inheritance tax (Günther 2016).

Access to civil and military organisations was largely restricted by citizenship status. The ability to vote and be elected to office were confined to those recognised as Roman citizens (Cooper 2018, Nicolet 1980). Martial rights and responsibilities were also generally delineated via citizenship. Both the Republican and Imperial legions were largely restricted to recruits holding citizenship (Speidel 1976), with service in auxiliary units open to those outside the franchise (Nicolet 1980, Webster 1998). And as distinguished service in auxiliary units would often result in the granting of citizenship (Webster 1998), employment in the military and citizenship were further linked (Nicolet 1980). Enlistment in the legions may have also offered greater pay that their auxiliary counterparts (Speidel 1992 cf. Alston 1994). Indeed, the expansion of Roman citizenship, first from Rome to Italy, and then gradually to outlying provinces, resulted in an “increasingly demilitarized core and an expanding periphery that picked up much of the burden” (Scheidel 2004, 20). This link between martial service and citizenship could be broken however, with citizenship lost by those soldiers taken prisoner in wartime (Balsdon 1979). This general association between military service and citizenship held true until the 3rd century (Scheidel 2004).
This process of the expansion of citizenship to those outside of Italy culminated in 212 with the ‘Edict of Caracella’, whereby all free residents across the Empire were granted citizenship (Bagnall and Frier 2006, Killgrove 2010). It has been suggested that this expansion may have had the effect of increasing the tax revenue of the state, due to the increased collection of taxes borne by citizens only (de Blois 2014, cf. Ando 2006, Sherwin-White 1973). The Edict itself followed a long tradition of the granting of such citizenship rights to non-violently subordinate previously independent populations (Cooper 2018). This technique had been notably used prior to the Edict at the end of the so-called ‘Social War’ in the early 1st century BCE, with Umbrian and Etruscan tribes granted citizenship en masse in return for the cessation of hostilities against the Republic (Kuiper 2011). The ‘Romanization’ of previously independent populations brought to them “censuses, taxation, and the Roman law that came with Roman citizenship” (Woolf 1998, 40).

Some method of proving citizenship was therefore necessary to gain access to certain privileges, including the provocatio, access to the subsidised grain in the city of Rome, tax benefits—and obligations (see, de Blois 2014, Woolf 1998)—along with access to civil and military offices earlier described. Citizenship needed to be defined and recorded (Cooper 2018) for as “a soldier, a taxpayer or recipient of public bounty, and an elector, the Roman was made to realize at every stage of his life that he was a civis, a member of a community that existed because of him and for his benefit” (Nicolet 1980, 317). Proof of citizenship, along with the rights and tax exemptions it granted, was therefore valued commensurately (Ando 2000).

The primary way in which the Roman Republic, and subsequently the Roman Empire, gathered information about population—including citizenship status—and property ownership was via the census (Ando 2006, Brunt 1990, Nicolet 1980). The census counted individuals along with their “age, sex, parentage, family relations, civil status, domicile, tribal membership, and property” (Cooper 2018, 32). Although the purpose and format of these censuses changed throughout the long history of the Mediterranean civilization, they were primarily used to identify rights and obligations due; these included identifying men eligible for service in the legions, establishing taxation obligations, as well as voting rights and access to elected offices (Hin, Conde, and Lenart 2016).

Some of the most well preserved census records come from Egypt, owing to the dry conditions which have allowed many of these documents to survive the intervening centuries (Hin, Conde, and Lenart 2016). The Egyptian census is thought to have taken place every 14 years (Rathbone 1993), in contrast to those which occurred every five in Italy (Bagnall and Frier 2006). It is thought this longer time lag was due to poll tax liabilities which did not come due until an individual turned 14 years of age (Hin, Conde, and Lenart 2016). Extracts from the census were used as a proof of citizenship, as along with records of property, they recorded the civil status of persons (Ando 2000). One example from Egypt carefully records the birth of one ‘Julia Ammonus’ to parents ‘Tiberius Julius Discorides’ and ‘Julia Ammonarius’ in the 2nd century CE. Ando (2000) shows how personal extracts of the official census conducted by the Roman authorities—such as that of ‘Julia Ammonus’—served as physical artefacts with which to claim rights and other privileges which came with citizenship.
Perhaps a more pragmatic—albeit imperfect—way of proving citizenship was via the *tria nomina* naming convention prevalent throughout the Roman world. Chapter 5 provides a useful overview of this naming system. Especially in the periphery of the Roman world, this convention served to distinguish the citizen from the non-citizen, and the rights and responsibilities which came with it (Salway 1994). Wilson (2003) discusses the significance of the name ‘Marcus Tullius Cicero’, respectively consisting of the *praenomen*, *nomen gentilicium*, and *cognomen*. Detailed provenance of the individual could be indicated in more formalised naming conventions. Thus, Cicero would also have been known as ‘Marcus Tullius Marci filius Cornelia Cicero’, the additions reflecting both paternal lineage and tribal affiliations—Cicero being the son of Marci and from the tribe Cornelia. Such a convention reflects the importance of naming taxonomy in “indicating a person’s lineage, place of origin, and social status” (Cranford 2012, 2), while crucially providing a reliable indication of citizenship (Bagnall and Frier 2006).

The importance of the *tria nomina* in delineating citizenship can be clearly seen in the naturalisation process of citizens admitted to the Roman citizenry. Two Greeks, ‘Theophanes’ and ‘Theopompus’, adopted the *tria nomina* upon being granted citizenship. These individuals used their existing (single) names as their *cognomen*, and simultaneously adopted the names of those who granted them citizenship. Thus ‘Theophanes’ became ‘Gnaeus Pompeius Theophanes’, while ‘Theopompus’ became ‘Gaius Julius Theopompus’, having been granted citizenship, respectively, under Pompey, and Julius Caesar, in the 1st century BCE (Pothecary 1999). This process was then deployed on an industrial scale with the Edict of Caracalla at the start of the 3rd century. On this occasion, all newly enfranchised citizens across the empire adopted the regnal names of their sponsor Marcus Aurelius (Salway 1994).

Changing one’s name to reflect citizenship in such a manner became even more important in the case of auxiliary soldiers who had completed their service. This is so, as in the second half of the 1st century citizenship was inheritable by the children of those granted it through military service, whereas prior it had “died with the man himself” (Mann and Roxan 1988, 344). Proving the right to use the *tria nomina*, along with the citizenship it implied, was itself done via physical artefacts which allowed the bearer access to those rights.

Mann and Roxan (1988, 344) describe the *diploma* as a “document proving the possession of Roman citizenship” whose “value lay in its recording the grants of those privileges”. Such documents would typically consist of “two copies of the imperial grant on two separate sheets of bronze, tied together so that one copy faced out and one was protected inside” (Ando 2000, 356). After the 1st century reforms which made this citizenship automatically inheritable by the children of a discharged auxiliary, men took great care to ensure that the rights of their children were formally recognised by making a formal declaration of birth—*testatio*. Such a declaration is made by one ‘M. Lucretius Clemens’ in the early 2nd century, who in front of six witnesses and swearing to the god Jupiter as well as the Emperor Hadrian, states that he is “the father of a natural son (Serenus) born six days previously (25 April) to Octavia Tamusta” (Mann and Roxan 1988, 345). Such documents afforded access to certain rights as a citizen, and provided proof of such a claim which was more robust than simply using the *tria nomina* (Salway 1994).
After citizenship, the second institution in the Roman state which was used in the discriminatory provision of public goods was the *tractorium*. (Some, including Skeel (1901), Ramsay (1925) and Moatti (2006) also refer to the *tractorium* as a *diploma*, although this should not be confused with the military *diploma* discussed earlier). This physical artefact afforded its bearer the right to use the *cursus publicus*, the state communications system in the Roman world consisting of a network of transport and accommodation infrastructure that messengers, the military, and other officials could use for official purposes (see Adams and Laurence 2012, Black 1995b, van Tilburg 2007). Skeel (1901) describes a complex (and presumably expensive) infrastructure where fresh horses and mules, along with carts and slaves were kept at regular intervals and put at the disposal of those using the system. Such a system facilitated the bureaucratic organisation of the vast Roman state, including the dissemination of legislation, reports and other official communications (Lemcke 2016). And while the precise speed of journeys across the *cursus publicus* are the subject of scholarly debate (see for instance Eliot 1955, Ramsay 1925), the infrastructure of roads, resting and change stations, formed a crucial part of state operations by facilitating the flow of information and tax revenues (Lemcke 2016). Use of this “state-organized information and transportation system” (Lemcke 2016, 1) was restricted to those granted permission by Emperor or his delegates. In part, due to the expense of its maintenance and operation, use of the *cursus publicus* was restricted to those bearing the *tractorium*.

The *tractorium* itself was a physical artefact consisting of two tablets, with the name of the current emperor, the bearer, and the length of time it was valid for (Lloyd 2005, Skeel 1901). Provincial authorities were delegated authority to issue *tractorium*, and were sent dated documents for this purpose, with the death of an emperor rendering any outstanding documents bearing the late emperor’s name invalid (Skeel 1901). Due to this delegated authority, the ability for provincial authorities to make use of this public infrastructure for private matters was apparent, with the Younger Pliny explaining to the Emperor Trajan that he had issued his wife a *tractorium* so she could visit a mourning relative (with Trajan responding with his approval) (Skeel 1901). The cost of maintaining this infrastructure was shared between the provincial authorities and the central authority in Rome, hence the *tractorium* was in effect a permission to compulsorily requisition supplies from provinces which the bearer was passing through (Moatti 2006).

Thus, the Roman state used the public supply of several identity technologies by which a heterogeneous population was labelled, with resource extraction and the availability of public goods dependent on the label applied. Citizens were afforded access to civil and military office, while public goods including the *cursus publicus* were available only to a select few.

### 6.4 Ne exeat regno and sauf conduit: medieval regulations on movement

The common-law doctrine of *ne exeat regno*, along with the institution of *sauf conduit*, were two ways by which medieval rulers extracted resources from their populations, as well as visiting foreigners. Following the fall of Rome, and the disappearance of Roman citizenship and the *tractorium*, travel throughout medieval Europe became rarer, and commensurately more dangerous for those individuals who attempted it (Doulman and Lee 2008, Lloyd 2005). As travel between populated areas diminished, many of those settlements which had serviced
the Roman civil and military communication networks were abandoned (Abu-Lughod 1989). Similarly, travel had become far less frequent such that it became “practical to have documents issued by one person upon demand” rather than pre-emptively as had occurred in the Roman era (Lloyd 2005, 27). This section shall examine how these mechanisms were, respectively, used by medieval rulers to maintain control over their native populations for resource extraction, and for the purposes of tax collection from (primarily) foreign merchants.

Ne exeat regno—literally “let him not go out of the kingdom” (Garner 2009, 1131)—is an English common law tradition which prevents individuals leaving the territory of a ruler without their explicit permission (Salter 2003, Torpey 2000, see, also Boudin 1956).^66 From the early medieval period, ne exeat regno ensured populations were able to fulfil the needs of the ruler of that jurisdiction; “the ‘principal’ duty of a subject was to be at the service of his king” (Doulman and Lee 2008, 5, see, also Parker 1954, Sibley 1906, cf. Beames 1821). This legal construct was primarily used to ensure all individuals were subservient to the ‘best interests’ of the state, and was a means to ensure that skilled civilian and military workers were kept within a kingdom (Diplock 1946, McBain 2011, McKechnie 1914, Sibley 1906). In addition, ne exeat regno was used to diminish the influence of the papacy on the secular authority of the English monarchy (Turack 1970). To aid the chronological narrative in this section, it is this latter function of ne exeat regno that shall be examined first.

Following the Norman invasion, William the Conqueror immediately attempted to temper the influence of the Holy See on the English state (see, Freeman 1876). According to Turack (1970), this involved five clerical restrictions;

- **a)** No appeals to the Papal Court without the king’s permission
- **b)** No papal representative is to set foot in England without a licence
- **c)** No papal bull or letter is permitted in England without the king’s permission
- **d)** No Pope is recognised in England unless approved by the king
- **e)** No ecclesiastic is permitted to leave England without the king’s permission

(adapted from Turack 1970, 138-39)

Both b) and e) constitute explicit mobility restrictions on a discrete class of individuals, while c) does so implicitly. Yet according to Turack (1970), no explicit and extant evidence for the existence of these restrictions exists. However, by examining correspondence between Rome and the English monarch their existence becomes clear. Pope Gregory VII wrote to Lanfranc, Archbishop of Canterbury in March of 1079, warning that his “presence had been denied” in Rome as he had not been granted leave to depart England (Douglas and Greenaway 1996, 742). Similarly, further correspondence between Popes and rulers in England confirm these travel restrictions. This is seen in letters from Pope Gregory VII in September of 1079, where he complains of the way William acts “to forbid the bishops and archbishops to frequent the threshold of the apostles” (Douglas and Greenaway 1996, 743). On the occasion an ecclesiastical representative could leave for Rome, they were often searched for valuables.

---

^66 According to McBain (2011, 26) it is “remarkable that, in modern times, the Crown can still prohibit subjects from leaving the UK, and that it need give no reason”. Regardless of the uncertain constitutional outcome should the Crown try and assert this power today (see, for instance Williams 1974), this section shall examine ne exeat regno from an early medieval (and English) perspective.
“lest the king be deprived of any riches” (Turack 1970, 145). Similar occasions are recounted by Turack (1970) in the reigns of William Rufus, Henry I, Stephen, and Henry II. These instances include the (ultimately unsuccessful) effort by Stephen to have all exit ports watched to prevent Theobold, Archbishop of Canterbury, from attending Rheims to meet Pope Eugenius III in 1148 (Spigelman 2004, Turack 1970). However, it was not until the second half of the 12th century that this prohibition was explicitly made a part of the historical record.

According to Warneke (as cited in Torpey 2000, 22) early medieval English monarchs were concerned with ‘religious deviance’ should there be unregulated travel by the clergy to the continent. The 1164 ‘Constitutions of Clarendon’ (see, for instance Hudson 2012, Huscroft 2005, Mulligan 2005) explicitly legislated against the movement of ‘turbulent priests’ (McBain 2011, McKechnie 1914, Williams 1974). Issued by Henry II, this document was used to curb the power of the Church domestically, and in Rome (Mulligan 2005) at a time when there was intense jurisdictional competition between the secular and the ecclesiastical (Board 1962, Doulman and Lee 2008, Salter 2003). Article 4 of this document prevents clergy of all ranks from leaving “the kingdom without the lord king’s permission” (as cited in McBain 2011, 26).

Transgressions were liable to be met with a fine, as was issued to ‘Randolph, son of Walther’ when he departed England without a licence (Board 1962, 44). The legislative instrument introduced in 1164 was determined to be *avitae consuetudines*—ancestral customs—indicating a ‘historical justification’ for their introduction by Henry II (Turack 1970, cf. Beames 1821). Yet according to McBain (2011, 27), these restrictions throughout early medieval English history were in fact of a more general nature, and reflected a widespread “concern about a shortage of labour and of people taking their skills, and money, out of the realm”. These licences were priced at 2 shillings during the reign of John, with a typical licence reading as follows:

---

67 To be sure, there were journeys by the clergy from England to Rome in the early medieval period. However, when permission to travel was granted they were often handpicked envoys, while English bishops seldom made the regular journeys to Rome that were expected of them. In this respect Parks (1954) provides a good overview of some of the trips made during this period.

68 The ‘general’ nature of these restrictions can also be noted by their (somewhat temporary) abolition in the early 13th century CE. Clause 42 of the Magna Carta of 1215 states that it “shall be lawful for any one (excepting always those imprisoned or outlawed in accordance with the law of the kingdom, and natives of any country at war with us, and merchants, who shall be treated as is above provided) to leave our kingdom and to return, safe and secure by land and water” (as cited in McKechnie 1914, 407-08). Interestingly, clause 41 of this document specifically provides a similar permission to merchants (Berg and Roskam 2015, McKechnie 1914). However, the significance of clause 42 on the freedom of movement from England in the 13th century was limited. Reissues of the document, including those in 1216 and 1297, were absent the clause providing for such a right to travel (McBain 2011, Williams 1974).
John, by the grace of God, King of England, Lord of Ireland, Duke of Normandy and of Aquitaine and Count of Anjou, to the bailiffs of the port of Lynn greetings. Let it be known that we give to Robert son of Sunolf licence to take one ship load of corn into Norway. And therefore we command you that you allow him to take the ships thither without hindrance. And keep these letters in your possession. Witnessed ourself at Westminster, 19th April.

(Turack 1970, 157)

The concern with a shortage of military manpower was of concern to monarchs in the early medieval period. *Ne exeat regno* is largely derived from an attempt to ameliorate this martial concern (Board 1962, Diplock 1946, Lloyd 2005, McBain 2011). Those capable of military duties, including knights and archers, were subject to restrictions on their departure as doing so would deprive the monarch of their services in time of war (Boudin 1956, Sibley 1906). These duties included the ability to produce longbows (Lloyd 2005), such was their importance for English warfare during the 14th and 15th centuries. Archers with their technology advanced longbows provided a critical advantage to English armies in battles in Scotland and in France throughout this period; they were “by far the most effective missile troops of their day” (Rogers 1994, 99, see, also Rogers 1998, cf. DeVries 1997). This can be most readily seen in the Battles of Crecy and Agincourt, in 1346 and 1415, respectively. At Crecy, the English army defeated a French force three times in number, in significant part with the use of archers (Rogers 1993).

The retention of military skills, along with labourers and other skilled workers, was of heightened importance in the 14th and 15th centuries. Civil war, pandemic-level illnesses, and foreign wars meant that skilled labour was in short supply (McBain 2011). Reiterative declarations to this effect were made by Edward III in 1352 (Board 1962, Coke 1797, McBain 2011, McKechnie 1914), and Richard II in 1381 (Williams 1974). It was not until 1606 that Richard’s statue was repealed, owing to the unification of England and Scotland, and the need for the removal of impediments of travel across the British landmass (McBain 2011, McKechnie 1914, Parker 1954). To be sure, the restrictions on ‘exit’ (see Hirschman 1970) can also be considered as a characteristic of ‘proto-mercantilism’, in which English rulers barred productive and valuable individuals from leaving their jurisdiction (see Dowty 1989, Moya 1998, Zolberg 1978). Restrictions on emigration due to mercantilist concerns are considered in more detail in the following section. Suffice to say, English rulers in the early medieval period deployed such restrictions in an explicit effort to retain these skilled workers, and more generally in pursuit of a demographic balance of trade (Smith 1776b, see, also Zolberg 1978).

The *saufr conduit*—safe conduct pass—was another early medieval mechanism by which rulers could derive revenue from individuals travelling within their territory, including foreign merchants (Lane 1958, Salter 2003). In general terms *saufr conduit* consisted of “a letter of [patent] that included the name of bearer and the purpose of his mission” (Frey and Frey 1999, 94). These were available for a defined period, or on an annual basis (Smith 2014). These artefacts emerged as necessary tools via which “diplomats, couriers, and especially merchants in the High and Late Middle Ages” could facilitate their travel in foreign states.

---

69 Variously referred to as *guidatica, guiatement, aman, widad* (Smith 2014), and *epistola* (Middleton 2005).
(Groebner 2001, 20), including those which might be considered ‘hostile’ (Lloyd 2005, McBain 2011). For these classes of users, they facilitated passage in sovereign territory, and thus share some functionality with the passport in its modern-day usage (Lloyd 2005, Robertson 2010, Torpey 2000). According to McBain (2011) they were issued only by the sovereign in the English context. This however was not consistent with the practice in other jurisdictions. For instance, in medieval Spain sauf-conduit might be issued by local officials (Burns 1995), as was also the case in parts of France (Abu-Lughod 1989). In contrast, throughout Muslim territories the right to issue such a document was available to any Muslim of age (Rodriguez 2007, Schacht 1982, see also Wansbrough 1971).

According to Kadens (2004), throughout Europe, sauf-conduit were used relatively uniformly, and constituted one aspect of lex mercatoria (Berman 2009, Milgrom, North, and Weingast 1990, Trakman 1983). Alongside “trading rights and protections, and extraordinary remissions of normal laws” (Kadens 2004, 48), sauf-conduit were deployed to encourage international trade within a jurisdiction. Burns (2001, 1058) recounts a sauf-conduit issued in one Spanish jurisdiction, explicitly providing for the protection of the merchant class; “We also forbid anyone to dare to employ violence against them, or do them wrong or injury whatever”. Sanctions for those who stole from merchants, or otherwise interfered with their activities were severe. Writing in the mid-12th century, one observer described the case of ten knights found guilty of stealing from a merchant travelling to a market fair in Thorout. According to this source, after they were hung in a well-publicised and suitably gruesome manner, future trade at that market town flourished (de Tournai 1996).

Sauf-conduit can therefore be considered to represent one side of a simple transaction in which monarchs and other authorities provide protection to foreign merchants, in exchange for revenue derived from tolls and other taxes (Abu-Lughod 1989, Burns 2001, Kadens 2004, Middleton 2005, Smith 2014). To use the terminology of Lane (1958, 412), this represents a stage of state development in which rulers entice individuals to their polity to increase “the amount of tribute” available to them. In this respect, local rulers committed to “indirectly exchanging coercion (safe-conducts and market police) for capital (levies, taxes, and market tariffs)” (Salter 2003, 14). Indeed, both Abu-Lughod (1989) as well as Edwards and Ogilvie (2012b) credit this institution for the success of the Champagne market fairs which helped revive French commercial trade in the 12th and 13th centuries. Likewise, sauf-conduit contributed to the relatively peaceful coexistence, and flourishing trade relationships between Christians, Jews and Muslims on the Iberian Peninsula from the 11th century (Smith 2014). Local rulers “accorded to the merchants attending the fairs very active protection of their persons, their men and their goods” (Boutiot, 1870, as cited by Abu-Lughod 1989, 58). This protection also extended to a transfer of risk, as local rulers reimbursed merchants for any goods stolen while conducting business in their territory (Kadens 2004). Importantly, sauf-conduit also acted to “increase sovereign presence even in his physical absence” (Salter 2003, 15), with a merchant falling under a jurisdictions protection even while outside that territory (Abu-Lughod 1989). In this respect, local lords from the Champagne region had extended their protections under sauf-conduit reportedly as far as the Italian peninsula in the 13th century (Edwards and Ogilvie 2012b).

Ne exeat regno and sauf-conduit therefore constituted institutions by which early medieval rulers sought to maintain an element of mobility control over their local populations, while
also attracting foreign merchants who could provide them with additional taxation revenue. *Ne exeat regno* was a default setting requiring would-be emigrants to receive explicit permission from a ruler. This process of ‘sedentarization’ (Scott 1998) enhanced the ability of the state to conscript skilled military aged men, while also improving the demographic balance of trade (Smith 1776b). The *sauf-conduit*, while serving a broadly related function—the maximisation of extractable resources available to a ruler—did so by subtly different means. Rather than keeping individuals within a polity based on their value in warfare, commercial value, and so forth, this was an institution designed to provide protection to foreigners to then derive revenue from them.

**6.5 Revolutionary France**

Revolutionary events in late 18th century France saw the use of identification documents take on growing importance in fulfilling the aims of the state (Fahrmeir 2001, Geselle 2001, Torpey 1997, 1998, 2000, Woloch 1986, 1995). The passport played a particularly important role in the achievement of various political ends during the French Revolution. Fahrmeir (2001) gives the French passport legislation of 1792 the mantle as the first of the modern era. Both external and internal controls on the free movement of the population were emblematic of the domination of the *ancien régime* (Doulman and Lee 2008, Torpey 2000), while their reintroduction after a short-lived abolition during the events of the revolution reflected the desires of the new state to monitor population movements and administer conscription (Torpey 2000, Woloch 1995). Woloch (1995) regards the use of passports and other forms of identification as being the most permanent organisational achievement of the French Revolution, which is notable, due to the “revolutionaries' considerable initial antipathy toward such means” (Torpey 1997, 844). In this section, I examine the changing nature of, and the role of, mobility controls in the context of the French Revolution towards the end of the 18th century. In doing so I examine the use of these identity technologies first by the *ancien régime* in addition to some other European mercantilist states. I then look at the changing use of such technologies throughout the revolutionary events.

The *ancien régime* in France, like many across Europe, sought to control and monitor travel both within, and across, its borders (Geselle 2001). Mercantilist policies saw states attempt to retain productive members within their polity, attract those from outside of it, while simultaneously try to increase the birth rate (Dowty 1989, Zolberg 1978). Importantly, and according to this view, policies which restricted migration would result in lower wages, which was at the time an end seen as vital for a successful mercantilist economy (Schultz 1978). This orthodoxy was reflected by two 17th century quotes given by Moya (1998, 19), respectively from the Prussian political economist Johannes von Justi, and the French economist Marquis

---

70 This section has benefitted from the work of John Torpey, including The Invention of the Passport (2000), as well as Revolutions and freedom of movement: An analysis of passport controls in the French, Russian, and Chinese Revolutions (1997), and Coming and Going: On the State Monopolization of the Legitimate "Means of Movement" (1998).
de Vauban: “No nation can have too many inhabitants”, and “By the number of their subjects is measured the grandeur of kings”. Other mercantilists, including Philipp von Hörnigk (1684), saw a large population as one of the key tenets of this economic system (see Monroe 2011). Similarly, and as Dowty (1989, 27) noted in his description of ‘demographic mercantilism’, “people are wealth”. Individuals who were confined to any one geographic locale constituted not only a source of revenue, but were also, and crucially, a source of military manpower.

In the case of France, restrictions on emigration—‘exit’ to use the language of Albert Hirschman (1970)—are reflected in some of the ‘grievances’ which were presented to the government at the assembly of the Estates General in 1789. One such *cahiers de doléances* from a parish on the outskirts of Paris explicitly objects to the requirement for a passport both for internal, and external, travel, and “other formalities that tend to hamper the liberty” of citizens (as cited in Torpey 2000, 28). France was a pioneer of this identity technology, with the word ‘passport’ first used in the kingdom in the late medieval period according to Daniel Nordman (as cited in Torpey 2000 supra note 43). These restrictions and ‘other formalities’ were derived from ordinances such as those issued by Louis XIV in 1623 and 1669, requiring those leaving the kingdom to be in possession of a passport (Lloyd 2005, see also, Torpey 2000). The latter was designed to keep skilled workers in the kingdom. Those employed in the maritime industries, including “navigators, shipbuilders, pilots, sailors, and fisherman [were ordered] to remain in France or to return if they had left” (Dowty 1989, 29).

These ancien régime restrictions on movement were consistent with the prevalent orthodoxy of mercantilism around Europe which extended not just to a balance of trade in hard currency, but also in population. Adam Smith (1776b) noted that the dominant economic policy throughout Europe at the time meant that skilled craftsmen were subject to strict emigration controls (see also, Zolberg 1978). In England, in addition to restrictions on the “exportation of the dead instruments of trade”, skilled tradesmen were “obliged to give security at the discretion that he shall not go beyond the seas, and may be committed to prison until he give such security” (Smith 1776b, 244-245). As described by Smith, such edicts also applied to any party who might conspire to entice craftsmen to leave England, with first offences attracting a penalty of up to one hundred pounds, in addition to three months in prison.

In addition to legislative and regulatory restrictions on ‘exit’ (Hirschman 1970, see also, Zolberg 1978), the pursuit of a demographic balance of trade could also be achieved by encouraging those from outside the polity to immigrate, as well as by incentivising larger families. Such encouragements were seen in early 17th century Spain, with skilled agricultural and industrial workers exempt from several taxes if they immigrated (Zolberg 1978). This type of strategy was also employed in France under the economic stewardship of Jean-Baptiste Colbert. In the 17th century he “granted tax for early marriages and provided a sizeable bounty for large families”, while also restricted the size of the religious orders who for reasons of faith had fewer children (Dowty 1989, 28, see also, Zolberg 1978). These financial arrangements were extended to French settlers in Canada in 1669 to encourage larger family sizes (Zolberg 1978).

As such, along with other mercantilist states in Europe, the ancien régime in France had reason to control the free movement of people, both within and across its borders. According
to Torpey (2000, 26) documentation requirements and related regulations were “a vital mechanism of domination under the old regime in France” (see also, Geselle 2001). This domination was exemplified by the need for a passport to leave France, as well as the requirement to have official documentation for movement within France. In the case of the latter, this was in the form of either a passport—issued by a local government official—or an aveu—issued by the local clergy or nobility attesting to the travellers “upright character” (Torpey 2000, 27, see also, Lefebvre 2005). The content of these internal passports was largely dictated by local circumstances, with general descriptions of the individual in question sufficing for identification, including “residence, occupation, family status”, and so forth (Torpey 1998, 248). Restrictions on internal movement were primarily designed to prevent peasants and other rural dwellers moving to the larger cities, and placing strains on welfare services as delivered by ecclesiastical and other authorities (Lloyd 2005). Although it should from the outset be noted that the success of these restrictions was mixed, in part due to the difficulty in regulating the movement of ‘pedestrians’ (Cobb 1970). Authorities were left with little ability to restrict entry into towns aside from by barring the gates to those travelling by foot (Torpey 2000).

The primary and immediate effect of the Revolution on the use of passports in France, and other internal and external controls on movement, was first and foremost their (temporary) elimination. As shall become apparent, and according to Torpey (1997, 848), from this point onwards the “legal fortunes of the freedom of movement rose and fell – but mostly fell”. As highlighted earlier, some of the cahiers de doléances delivered to the Estates General called for the abolishment of restrictions on the free movement of people (Torpey 2000). To be sure, these lists of grievances should not be taken to be entirely indicative of the overall mood of wider French society, due to the propensity for Estates General representatives to retain or discard items at will (Lefebvre 2005, Schama 1990). Nonetheless restrictions on movement were the subject of many cahiers presented in early 1789 (Torpey 1997).

Such protestations had the effect of these restrictions being abolished following the events at the Bastille on July 14, 1789 (Torpey 1997). The primacy of these passport reforms was such that the first paragraph of the September 1791 Constitution had the nominal effect of “the complete abolition of any passport obligations” (Geselle 2001, 205). According to Greer (1951, 26), from the fall of the Bastille up to the year 1792, “Frenchmen were free to go and come as they pleased”. However, as I now show, while the initial instincts of the revolutionaries were for the abolition of passports and other impediments to the free movement of people (Torpey 1997), the events following the fall of the Bastille, including both internal and external threats to France, in fact led to the first modern passports and systematic controls on the movement of people (Fahrmeir 2001, Woloch 1995).

While the Constitution of 1791 had expressly forbidden ‘passport obligations’ (Geselle 2001), this disguised the restrictions which revolutionary bodies almost immediately placed on internal movements. As Torpey (2000) describes it, the view that there was complete freedom of movement amongst the resident French population between 1789 and 1792 (see Greer 1951) is incomplete and potentially misleading. Internal restrictions on movement were reintroduced only six months after the Constitution of September 1791 (Torpey 1997). Travelling in this period, the English agriculturist Arthur Young noted the contrast between the oratory emanating from revolutionaries in Paris, and the impositions placed on those
moving throughout France. He found himself repeatedly delayed by “passport-obsessed petty officials far more obstructive and obtuse than anything he had experienced under the old regime” (Schama 1990, 436). Torpey (2000, 30) similarly cites evidence given to the National Assembly in mid-1790 of strains placed on welfare services, primarily by ‘foreigners’ who were gaining access to poor-relief. Here, it should be noted that in the period in question food shortages in rural areas was endemic, which resulted in high levels of migration to large cities including Paris (Lefebvre 2005, Schama 1990). Because of these concerns, these ‘foreigners’ who had lived in Paris for less than a year—defined in this circumstance as being foreign to Paris rather than foreign to France—were ordered to leave the city and obtain a passport from their local authorities (Torpey 2000).

Crucially, these documents were to indicate the direction and route they would take, with those “who departed from the route indicated in their passports, or who stopped along the way for any length of time” to be arrested (Torpey 2000, 30). Similarly, lawlessness of criminal groups, aided in part by the recent inability of police to track the movements of those who no longer needed documentation to travel, began to spread throughout France in the chaos of the revolution (Lloyd 2005). So, while some historians maintain that between 1789 and 1792 freedom of movement was enshrined in revolutionary reforms, restrictions on internal movements were rapidly reintroduced as high levels of migration due to food shortages, as well as instances of lawlessness, spread. Similarly, and as we shall now see, restrictions on external movements were rapidly reintroduced.

Another consequence of the revolutionary unrest was the emigration of much of the French nobility—the so-called émigrés (see Lefebvre 2005, Schama 1990)—along with a great deal of their wealth (Lloyd 2005). Between 1789 and 1792 something like 8,000 French refugees arrived in Britain alone (Zolberg 1978), 5,000 émigrés were through to have fled to Switzerland (Lloyd 2005), while the ‘epidemic’ scale of army officer emigration from frontier regions led to fears of a counter-revolutionary invasion (Schama 1990). That they could leave the near bankrupt French state unhindered, with no requirement for a passport or indeed permission from any authority, was in part due to the abolition of such requirements shortly after the fall of the Bastille (Torpey 1997). Debates in the revolutionary press centred around the dichotomy of eliminating the “freedom-choking strictures of the ancien régime”, and the prospect of allowing those alleged to have committed counter-revolutionary acts to escape from France (Torpey 2000, 20, see also, Lucassen 2001). This question was in effect put to rest after the popular backlash to the events of the night of 20-21 June 1791, when Louis XVI, along with his family and a small entourage, attempted to flee France in the so-called ‘Flight to Varennes’ (see Lefebvre 2005, Schama 1990). The unsuccessful escape attempt led to an immediate ban on individuals leaving the French kingdom, and the threat of arrest of anyone who made such an attempt (Torpey 1997, 2000). And while constitutional change shortly after the Flight to Varennes seemed to indicate that these bans would be short-lived, new passport legislation was soon drafted that imposed strict impositions on both internal and external movement.

Soon after the Flight to Varennes, the National Assembly began writing up the new Constitution of September 1791, which as mentioned earlier, removed any ‘passport obligations’ to travel (Geselle 2001). This document nominally guaranteed freedom of movement; the freedom “to go, to remain, [and] to depart” (The Constitution of 1791, as
cited in Torpey (1997, 845)). Yet its effects were short-lived, as the threat of émigré armies on the borders saw the reintroduction of documentation requirements for travel. While restrictions on movement went through multiple iterations throughout 1789-1792, the overall effect of the revolutionary period was to impose more stringent restrictions (Torpey 1997, 2000). For instance, while some internal restrictions on the movement of people, as well as tradeable goods, were removed temporarily in late 1792 (Torpey 2000), the overall impact of the revolution was for the introduction of the first modern requirements to carry identification documentation while travelling (Fahrmeir 2001). For most of the post-1791 period travellers within France, and those who wished to leave France, were required to be in possession of a such a passport. In the latter case a civil authority in their place of residence would need to affix their authority which would allow them to cross a border. Crucially, these documents would be granted on an individual, rather than group, basis. This was designed to prevent a repeat of the Flight to Varennes, where the King had been travelling in disguise as an employee listed in someone else’s travel documentation (Torpey 2000). For the remainder of the revolutionary period, and indeed into the reign of Napoléon Bonaparte, controls on movement remained in place, strengthened (Torpey 1997), and subsequently used to target specific individuals based on their political views and affiliations (Lloyd 2005).

In practical terms, while previously passports had contained general descriptions of an individual, “residence, occupation, family status”, and so forth (Torpey 1998, 248), those issued after 1792 were substantially more detailed, requiring a description of physical characteristics, in addition to a name and place of residence (Geselle 2001). One, issued to the rural worker ‘Robert Plancheon’ in 1795 contains a quaintly detailed description of the individual in question. He is “aged forty eight years height four feet eleven inches brown hair and eyebrows brown eyes flat nose large mouth wide chin round forehead round face with a small spot on the right cheek and going a bit grey” (Lloyd 2005, 53). This stands in contrast to the passport Louis XVI had used in his escape attempt. In his case, he had travelled pseudonymously as an employee of the ‘Baroness de Korff’, following the then usual practice of issuing them on a group, rather than an individual, basis (Torpey 2000). Passports were similarly required to have details of destination escribed on them (Torpey 2000), while foreign residents living in, or travelling through France, were required to register with authorities and hand in their passports because of ordinances issued in 1795 and 1796 (Zolberg 1978). Cumulatively, these requirements had the effect of facilitating more detailed surveillance measures, while also enabling specific targeting of individuals for political purposes. This targeting includes the Napoleonic Minister of Police in Paris using the system to limit the ability of one ‘Madame de Stael’ to travel to Geneva owing to her political leanings, described by Lloyd (2005, 57) as “a symbol of repression and an example of all that was wrong in Europe with the passport system.”

6.6 Modern China

China’s hukou—household registration—system acts as a control on internal population movements (Cai 1999, Chan 2010, Liu 2005). The system itself is not unique to China, nor to the current system of Chinese government. The hukou is in part modelled on the Soviet

71 Alternatively known as the huji system (see, Wang 2005).
propiska system of internal passports (Chan and Buckingham 2008, Chan 2010, Matthews 1993, Solinger 1999), while the hoju system of North Korea (Lijiang 2003, Ma and Zeng 2015), and the ho khau of Vietnam (Haughton and Sun 2018, Karis 2013) serve broadly similar functions (see, also Chan 2009). Alexander and Chan (2004) similarly compare the hukou to the now abolished South African system of apartheid. In more historical terms, the Chinese hukou system has origins dating back as far as the Xia Dynasty from the 21st century BCE (Wang 2005, see, also Cheng and Selden 1994, Lijiang 2003, Torpey 1997). Particularly in the Imperial era of Chinese history, such as that of the Han Dynasty (206 BCE-220 CE), the hukou system was integral to fulfilling taxation and conscription requirements (see, Scott 1998, Wang 2005). During the Han period, annual reporting requirements dictated that information related to “household income figures, marriage conditions, additions or losses of family members, and everyone’s physical features such as height and skin color” was communicated to the Imperial bureaucracy (Wang 2005, 36). The control and facilitation of significant population movements was similarly facilitated using the registration system. More recently, the Qing dynasty (1644-1912) used the registration system to help them first move—and then keep—more than one million peasants to a newly repopulated area of Sichuan province (Wang 2005, see, also Hsu 2012).

In the communist era, the Chinese hukou has served two broadly related functions. The first has been to delineate the eligibility to migrate internally and monitor populations, while the second segregates access to welfare services and other public goods (Chan 2010)\(^2\). In practice these two functions are closely linked, as should become apparent throughout the remainder of this section. In fulfilling the function of migration restriction and monitoring, the hukou requires individuals to be registered to a place of residence, either ‘rural’ or ‘urban’ (Chan 2009). This “hukou-based social control” (Wang 2004, 129) has more recently been used as a tool against Falun Gong, as well as Uyghur Muslims in Xinjiang. The public goods function, where the hukou system restricts access to government welfare provisions and other services, delineates the population by ‘agricultural’ or ‘non-agricultural’ type (Chan 2009, Naughton 2007). Up until the late 1980s, those designated ‘non-agricultural’ were eligible for “state-provided housing, employment, grain rations, education, and access to medical care as well as other social welfare benefits” (Chan and Buckingham 2008, 588). And while the hukou system has been relaxed, reformed, and ignored at various stages in the 70-year history of communist China, (see Chan 2009, Wang 2004, 2005), the system still restricts access to public goods and opportunities depending on how an individual is registered (Liu 2005). The purpose of these functions remains officially ‘unchanged’ in the 21st century according to Wang (2004). I shall now outline each of these functions in turn.

An individual’s place of registration is in practice near permanent (Chan and Buckingham 2008, see, also Chan 2013), with few opportunities available for ‘rural’ residents to obtain an ‘urban’ hukou. Especially in the first two decades of the communist era, those designated as ‘rural’ residents had no official right of access to ‘urban’ areas (Chan 2010). More recently, the limited ways such an individual might obtain urban status include by gaining employment at a state-owned enterprise, receiving an advanced degree, completing military service, or via exceptional sporting achievements (Liu 2005, Torpey 1997, Wang 2005). For instance, some

\(^2\) While a public good is usually defined as non-excludable and non-rivalrous, here the term more generally relates to those goods provided by the government.
localities will entice Olympic medallists or PhD graduates with ‘urban’ hukou for their immediate family members (Wang 2004). In any case, changing hukou residence is only granted if “the move serves (or at least is not at odds with) the central or local state interests and policies” (Chan 2013, 2). That is not to say that in recent times ‘rural’ workers have not been able to work in urban areas. There is significant non-hukou migration to Chinese cities, although the resulting liudong renkou—‘floating population’—is generally denied access to education, health and other social services (Chan 2013).

As Liu (2005) describes it, the migration restrictions within the hukou system are the logical conclusion to a centrally planned economy. The allocation of resources—absent a price mechanism (see Hayek 1945)—requires an apparatus whereby labour allocation, and therefore mobility, can be directed by fiat (Chan 2009). In the Mao era, and before the partial liberalisation of the labour market from the latter half of the 1970s (see, Cai, Park, and Zhao 2008), the centrally planned economy required “the ability to allocate human resources not only at the enterprise and sectoral levels but also across geographic locations” (Liu 2005, 135). Individual workers were allocated to an employer by the ‘Bureau of Labor and Personnel’ until the economic reforms of the 1970s. Workers allocated by this government department were subsequently left with “little possibility for further mobility” (Cai, Park, and Zhao 2008, 171). The 1958 Regulations of Hukou Registration—the first of two main legislative sources of the registration regime (see, Wang 2004, 2005)—led to a dual approval process for officially sanctioned migration; an individual needed the approval of both the origin, and destination, local government (Cai, Park, and Zhao 2008).

By the beginning of the new millennium, as market reforms have replaced some aspects of central planning in the Chinese labour market (see, for instance Cai, Park, and Zhao 2008, Wang 2005), non-hukou migrant workers have made up around 80 per cent of all migration from rural to urban areas (Cai, Park, and Zhao 2008). As a result, as of 2009 there were up to 150 million non-hukou workers employed in urban industry. This us up from 50 million in the early 1990s (Chan 2013, see, also Chan 2009). However, the Chinese state has still reserved the system as a tool of central planning. For instance, in the face of declining house prices around 2008, the hukou system was employed to ‘stimulate’ the Chinese property market (Chan 2013).

According to Wang (2005), the need for a mechanism to control the movement of, and monitor, the population has been in part ideological. The hukou system was explicitly developed to monitor specific segments of the population, including ‘questionable persons’, tens of thousands of which were rounded up using this system in the first years of the communist regime alone (Wang 2005). These ‘questionable persons’ included former Kuomintang members following the end of the civil war from 1949 (Chan and Zhang 1999). More recently, zhongdian renkou—‘targeted people’—have been monitored by special hukou police (Wang 2005). Hukou police are attached to every police station, and are typically responsible for around 500-700 households (this number varies region by region). Permanent records document an individual’s categorisations (‘urban’ or ‘rural’, ‘agricultural’ or ‘non-agricultural’), physical features, legal address, religious denomination, political activities, and “other ‘consequential’ past activities” (Wang 2004, 125). This segmentation of the population has been used most notably at the turn of the millennium when Falun Gong members in major urban areas were first registered as ‘targeted persons’. This has allowed Chinese authorities
to maintain an active police presence at their residences, and even prevent them from leaving their homes during holiday periods (Wang 2005, see also Wang 2004).

Monitoring of ‘targeted persons’ has been in recent years supplemented by a move to real-time and active monitoring of individuals using an increasingly complex and interconnected network of street cameras, facial recognition software, and mobile phone technology (Creemers 2018, Liang et al. 2018). This coincides with a general increase in the size and scope of the Chinese security bureaucracy (Wang and Minzner 2015). The so called ‘Social Credit System’ (SCS) is an instance of emerging technologies being deployed by the ruling party to “supplement traditional means of governing state and society” (Creemers 2018, 1). And while the SCS is not explicitly a part of the hukou registration system, it does share the dual aims of the older system. To be sure, the mechanisms embedded with the SCS are ‘nascent’ (Liang et al. 2018), and as such much of the commentary surrounding it has been through the news media (see, for instance Botsman 2017, Douthat 2019, The Economist 2019, Hodson 2015, Kobie 2019, Leigh and Li 2018).

Yet as far as can be determined, the SCS comprises a system whereby individuals are tracked and monitored by its surveillance infrastructure, while simultaneously “providing rewards or punishments as feedback to actors, based not just on lawfulness, but also the morality of their actions, covering economic, social and political conduct” (Creemers 2018, 2, see, also Diab 2017). In general, the SCS comprises a metric based on “online purchases, posted content on social media, and the sort of friends one has” (Creemers 2018, 3). According to Hodson (2015) the system comprises an extension of financial credit reporting and monitoring, into one which also considers character and political traits. Individuals receive scores which are between 350 and 950, while the score is calculated not just based on an individual’s own activities, but based on the activities of their friends and wider networks (Stanley 2015). The SCS is now in operation, while “the general framework and key mechanisms have been established” (Drinhausen and Brussee 2021, 3). It is thought that scores greater than 600 allow users to rent cars without a deposit, scores over 650 are used to access better services at hotels, while scores over 700 afford a bearer easier access to visas to travel to overseas destinations (Hodson 2015, see also The Economist 2019). On the other hand, by 2019, 17 million air and rail tickets purchases had been blocked owing to insufficient social credit scores according to the government department which manages the system (The Economist 2019, see, also Creemers 2018 supra note 67). The use of sophisticated surveillance technology—reportedly including DNA databases (De Bourmont 2018)—has similarly been deployed against the Muslim Uyghur population in recent years. The Uyghur reportedly “face severe economic, racial, social, and cultural discrimination” by the Chinese state (Concepcion 2000, 20, see, also Han 2010, Kaltman 2014, cf. Maurer-Fazio 2012). It is thought that an ideological determinant of some of this discrimination relates to the Muslim faith of the Uyghur population (Concepcion 2000, see, also Wang 2004, 131).

Related to these ideological determinants of migration controls, the historical desire to favour urban and industrial development at the expense of rural and agricultural regions has similarly seen the hukou deployed to monitor and control movement. In this respect, Cheng and Selden (1994), and Wang (2005), provide overviews of the relationship between Chinese industrialisation and the hukou system. The need to control movement was a direct consequence of the push by the Chinese state to enact rapid industrialisation in the period
up until the 1980s (Cai, Park, and Zhao 2008, Wang 2005, Chan 2009). The accumulation of capital goods was primary to the needs of the state, and “Squeezing the generally uneducated, unorganised peasantry became Beijing’s chief means of quickly accumulating capital” (Wang 2005, 88, see also Chan and Zhang 1999, Cheng and Selden 1994, Fan 2001). This “industrialization on the cheap” (Fan 2001, 483) involved artificially low prices paid by the state for agricultural produce, alongside the high prices of industrial goods—the so-called ‘scissors gap’ (see, also Chan 2009). This disparity resulted in a massive transfer of wealth from the countryside to urban areas as the rural population was forced to pay for “manufactured goods at inflated prices, although they were forced to sell grain and other foodstuffs to the state at rock-bottom prices” (Dikötter 2010, 137).

According to Potter and Potter (1990, 301) “the government intended to treat peasants and workers differently” to enact economic and social goals. Based on the needs of the Chinese state, the rural population was primarily seen as a “provider of cheap raw materials (including food grain), labor, and capital for the urban-industrial sector” (Chan 2009, 200). Low wages paid to urban workers were similarly a product of the low food prices in cities made possible by the extraction of ‘surplus’ grain from the countryside (Cai, Park, and Zhao 2008). The characteristics of what constituted a ‘surplus’ was, however, a political decision, rather than one which considered the nutritional needs of rural residents. As a result, local officials became increasingly competitive as to how much output they could deliver to meet quotas (Dikötter 2010). This urban-rural divide resulted in what Chan (2009) terms a ‘dual economy’, with the peasantry living at subsistence levels to provide social welfare to the minority urban population. The low returns available to agricultural producers were maintained by a pricing system whereby farmers were forced to sell their produce to the state at low and fixed prices (Naughton 2007). In the Mao era, and according to Fang Cai (as cited in Chan 2009 supra note 9), this resulted in the equivalent of “three times the estimated value of all assets except land in the rural sector” being extracted from these areas. At the same time, urban residents were eligible to receive welfare benefits which were not available to the rural population (Banister 1987, Chan 2009, Cheng and Selden 1994).

The hukou system delineates eligibility for welfare provision and other privileges by designating individuals as ‘agricultural’—nongye—or ‘non-agricultural’—fei nongye—workers (Chan 2009). Along with the rural and urban divide, the agricultural and non-agricultural designation is the second axis upon which the hukou system operates. However, the two are closely correlated. Having a ‘rural’ hukou gives one a high likelihood of having an ‘agricultural’ designation, while being registered in an ‘urban’ hukou similarly makes one likely to have a ‘non-agricultural’ designation (Chan 2009, Wang 2005). To make this urban welfare system affordable to the Chinese state, in the three decades from the 1950s a process of restricting the size of the urban population was enacted. This was designed to reduce the “financial responsibilities of the state and [has] shifted the burden of feeding and employing repatriated people from the state to rural society” (Cheng and Selden 1994, 650-651).

The effects of this strict monitoring and population control was most readily seen during the famine events during the ‘Great Leap Forward’. Dikötter (2010) and Jisheng (2012) provide detailed overviews of these events from 1958 to 1962. Collectivisation, compulsive steel production targets, and ultimately unsuccessful experimental farming techniques all contributed to a collapse in grain production and millions of deaths. During the famine, grain
production dropped to 30 per cent of 1958 levels (Dikötter 2010), while estimates of total deaths indicate they should be measured in the tens of millions. These estimates include 30 million (Ashton et al. 1992), and upwards of 45 million (Dikötter 2010). Yang (2008) provides a survey of estimates of the death toll from this period.

The famine events of the Great Leap Forward saw millions of rural residents move to the cities at the end of the 1950s (Banister 1987). This traditional coping mechanism to famine was buttressed by industrial targets which saw millions more recruited into urban factories despite the formal restrictions on migration (Dikötter 2010). According to Banister (1987) this saw the urban population increase from 99 million to 130 million in the three years to 1960. At the same time, employment in state owned enterprises increased by almost 70 per cent in 1957 alone, such that 21 million additional workers were employed in the state sector by 1958 (Cheng and Selden 1994). This increase in the urban population, and the migration from which it was derived, was temporarily overlooked due to the industrialisation strategy. Hukou restrictions were in effect disregarded between 1957 and 1959, although this amnesty was ultimately short-lived, and rapidly reversed (Cheng and Selden 1994, Dikötter 2010, Lardy 1983, Wang 2005).

As discussed earlier, the state provided welfare services to city dwellers—including housing, food, employment opportunities, education, and medical services (Chan and Buckingham 2008, Chan 2009, Cheng and Selden 1994)—which were not available to rural residents. According to Torpey (1997, 857), ‘rural’ and ‘agricultural’ residents living in urban areas referred to themselves as zi li kou liang jiumin— “town citizens responsible for their own rice” (see also Potter and Potter 1990). As the urban population grew, this placed strain on this welfare provision. Many rural refugees from the famine were unable to find shelter or adequate provisions in the urban centres. Dikötter (2010) recounts the 70,000 refugees who overwhelmed shelters set up in Nanjing in 1959, while the lack of food for those who were not local hukou residents saw young women offer their bodies “for a ration coupon worth ten or twenty cents or for a pound of rice” (Dikötter 2010, 196). Despite such desperate measures, up to twenty bodies a week were collected from one park in Nanjing alone during this period (Dikötter 2010). To remedy this, the Chinese government relocated up to 48 million workers from urban to rural areas in the first three years of the 1960s (Wang 2005). Most of these workers were those the state considered “non-productive elements” and in practice were those who lacked hukou registration in urban centres (Cheng and Selden 1994, 664). As a result the workforce employed in industry dropped down to 6 per cent of the total by 1965, from a high of 16.6 per cent in 1958 (Wang 2005). The effects of this segregation were far more than employment related however, as the death toll in the countryside was severe. Indeed, the clear majority of deaths during this famine period were of ‘rural’ hukou residents denied access to the rations granted to their ‘urban’ counterparts (Jisheng 2012).

This is not to say that in the post-Mao era internal migration is not permitted. According to Chan (2013) migration has been the root cause of most of the increase of the urban population around the turn of the millennium; almost 80 per cent of the increase in the urban population from 1979 to 2009 has been due to “net migration and urban reclassification” (Chan 2013, 1). Evidence of this can be most readily seen in the annual Lunar New Year migration—chunyan, or ‘Spring Movement’—which is the “world’s greatest annual human migration” (Mitchell 2006, np.). The annual chunyan sees more than 100 million migrant
workers return home to their families (Chan 2009). Rather, beginning in the 1980s, workers have been permitted to move from their hukou registration areas to different (usually urban) areas to fill industrial positions as part of the central governments export oriented economic policy (see Lin, Cai, and Li 2003). Most of these migrants are considered ‘floating’—renkou liudong—however, as they are officially “considered transients who are not supposed (and are not legally entitled) to stay at the destination permanently”, even while they may have been in that locale for many years (Chan and Buckingham 2008, 590, see, also Chan 1996). As such, temporary migration to urban areas in the post-1970s reform period still sees rural hukou residents placed in a “disadvantaged position in social and economic terms” (Liu 2005, 134).

Along with favourable access to goods and services including housing, employment opportunities, and medical services, urban hukou residents receive favourable treatment from employers and educational institutions. For instance, Fan (2001) finds that labour market returns to a migrant granted urban hukou status is significantly higher than one who is considered renkou liudong, or ‘temporary’. The difference in income from employment for these two groups is stark, with a ‘permanent’ migrant typically receiving twice as much as their ‘floating’ counterpart. This difference in income is largely derived from many requirements in job vacancies for an urban, ‘non-agricultural’ classification (Huang 2001), and which sees ‘agricultural’ workers limited to “dirty, heavy exhausting, low-paying jobs” (Wang 2005, xi) These types of workers are analogous to the limitchiki, rural migrant workers who performed the difficult and dangerous tasks in Soviet cities, and for low wages (see, Matthews 1993, Torpey 1997). Similarly, discrimination in educational institutions is evident as related to an individual’s hukou registration (Ling 2017). The hukou system in this respect plays a role in the distribution of public goods at the expense of the ‘rural’ population. For instance, ‘urban’ hukou holders are reportedly able to enter a top Beijing university with a score 20 per cent lower than their rural counterparts (Wang 2005, 222). Similarly, university placements markedly favour urban areas; on a per capita basis, and compared to Shandong Province, Beijing receives almost three times as many admissions per year as part of university entrance quotas (Wang 2005, see also Ling 2017).

6.7 Discussion and conclusion

The model I have contributed as part of this chapter is that of a stationary bandit with an incentive to distinguish between their citizenry owing to their varying abilities to pay tribute. In addition, the stationary bandit seeks to discriminatorily supply public goods and access to other services to its citizenry. According to my original hypotheses, this would see a stationary bandit 1) value members of their population differently, using identity technologies to control higher value individuals, and 2) use identity technologies to discriminatorily supply public goods and access to other services. In Table 5. on the next page, I summarise the identity technologies used to distinguish between members of their population to fulfil these economic and political goals.
Table 5. Use of identity technologies by stationary bandits

<table>
<thead>
<tr>
<th>Region</th>
<th>Hypothesis 1: Stationary bandits value members of their population differently, and use identity technologies to control higher value individuals</th>
<th>Hypothesis 2: Stationary bandits use identity technologies to discriminatorily supply public goods and access to other services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rome</td>
<td>- Census - Tria nomina - Diploma - Tractorium</td>
<td>- Sauf-conduit</td>
</tr>
<tr>
<td>Mediaeval Europe</td>
<td>- Ne exeat regno - Sauf-conduit</td>
<td>- Internal passport</td>
</tr>
<tr>
<td>Revolutionary France</td>
<td>- External passport</td>
<td>- Hukou</td>
</tr>
<tr>
<td>Modern China</td>
<td>- Hukou</td>
<td>- Hukou</td>
</tr>
</tbody>
</table>

The logic behind my modification to Olson’s (1993) original model is straightforward. As there will always be heterogeneity amongst a captive population, the tax theft available to a ruler will vary accordingly. Hence, a ruler will have an incentive to distinguish between individuals in some manner to maximise their extractive capacity.

The motivating factor in the use of identity institutions by a stationary bandit is in stark contrast to that described in the previous chapter. Following the Norman invasion of England, those who had purchased land from William lived under the threat of nationalisation, and hence tried to ameliorate that risk by adopting heritable surnames. In contrast, stationary bandits suffer from information asymmetry. That information relates to the large and diverse population they have monopolised tax theft over; each of their citizenry have diverse extractive potential, while public goods are to be discriminatorily applied. This sees identity institutions—such as the sauf conduit, passports, the hukou system and so forth—used for the purposes of more efficient extraction.

This incentive has seen rulers enact technologies and policies to ensure skilled civilian and military workers are kept within their state. For instance, in early medieval England the reliance on longbows for military advantage saw archers, and those capable of making this weaponry, subject to restrictions on leaving the kingdom (Lloyd 2005, McBain 2011). Similarly, the ‘proto-mercantilist’ concerns endemic throughout Europe from the 16th century saw the introduction of many emigration restrictions (Dowty 1989, Zolberg 1978, Moya 1998). These restrictions included the requirement for those wishing to leave a jurisdiction to be in possession of licence or a passport, and were designed to prevent skilled workers and craftsmen from leaving (Smith 1776b). To be sure, such restrictions have not only sought to control movement between jurisdictions, but have also dictated that individuals are confined to certain regions within a polity.

The rationale, consequences, and methods by which stationary bandits confine individuals to defined regions can be seen most readily in the revolutionary case studies (sections 6.5 and...
In the first instance, after initially abolishing ancien régime passport restrictions, the revolutionary regime in France quickly reintroduced them as refugees from the countryside placed strains on welfare services within the cities (Lefebvre 2005, Schama 1990, Torpey 2000). The exodus of wealthy émigrés along with much of their wealth was also of concern to the new French government. Not only did the emigration of wealthy citizens deprive the new regime of taxable wealth (Lloyd 2005), their presence outside French borders made them a military threat (Schama 1990).

Similarly, and from its founding, the Chinese communist regime has co-opted the historical hukou system to control population movement as well as discriminate in its delivery of public goods (Chan 2010, Liu 2005). In the Chinese case, the desire to favour the (minority) urban population at the expense of the (majority) rural population has seen the hukou administrative apparatus facilitate a massive transfer of wealth from the latter to the former (Chan 2009). It should also be emphasised that in the Chinese case, the system has not just served to ensure a captive population from which wealth is easily extracted, but it has also served ideological purposes (Wang 2004, 2005). The Chinese hukou system also provides an illustrative example of the way in which stationary bandits identify their citizenry such that they can discriminatorily be supplied with public goods. By delineating the population as either ‘agricultural’ or ‘non-agricultural’, this urban welfare system has been made commensurately more affordable from the perspective of the Chinese state (Cheng and Selden 1994).

Finally, stationary bandits might also employ administrative means with which to expand their extractive jurisdiction. I emphasise two historical instances of this. As discussed in section 6.3, the Roman Republic and Empire used the institution of citizenship as a form of administrative identity, and to ensure rights and responsibilities were discriminatorily applied. The needs of the Roman state saw the franchise regularly expanded, in part to increase the supply of manpower available for conscription (Scheidel 2004). In addition, by increasing the citizen population it has been suggested that this increased the tax base of the Roman state (de Blois 2014, Woolf 1998), although the evidence for this is not conclusive (Ando 2006, Sherwin-White 1973). In the same light, and as discussed in section 6.4, medieval monarchs and other authorities used sauf-conduit as part of an exchange in which they provided protection to merchants in return for revenue in the form of tolls and taxes (Abu-Lughod 1989, Burns 2001, Kadens 2004, Middleton 2005, Smith 2014). Indeed, this mechanism worked to increase the extractive capacity of the state, even outside of their own territory (Abu-Lughod 1989, Salter 2003), as was the case with Champagne lords providing protection to merchants as far away as Italy (Edwards and Ogilvie 2012b).
Chapter 7. Summary and conclusions

7.1 Introduction

This thesis began with the premise that there is much uncertainty as to the future state of the world. This is in large part due to the differences between individuals. That is, economic and political actors are heterogeneous, in that they do not share the same set of endowments, tastes, and motivations. In fact, each of these has an identity, a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals. If individuals did not possess their own unique identity, one individual could be expected to act in the same way as every other individual. The former would have the same taste in clothing as the latter, while the latter would have the same likelihood to default on their mortgage as the former. In addition, one individual would know what another would do in the future, as it would be the same as whatever they would do.

Broadly, my contributions have consisted of the refutation of this widespread assumption of mainstream economics, and to introduce a new institutional economics of identity. At the start of this thesis I reviewed the economic literature which provides the theoretical basis for such a refutation. This includes, but is not limited to, that related to the economics of information, along with the new institutional economics.

Much economic literature has addressed the general problem of information asymmetry and uncertainty in behavioural outcomes. The economics of information can be characterised by the work of George Akerlof (1970), Michael Spence (1973), and Joseph Stiglitz (1975). These three jointly won the 2001 Economics Nobel for their theorising and examination of markets with asymmetric information. In general, this literature examines problems of adverse selection and moral hazard, along with the resultant market failures which may subsequently arise in the absence of countervailing institutions.

A second major economic literature which examines the same general problem is the new institutional economics (see Williamson 1985). This literature takes a similar approach to the future state of the world, grounding economic analysis within a state of uncertainty. This is achieved largely through dual behavioural assumptions of bounded rationality and opportunism. Bounded rationality sees economic actors as imperfectly rational due to cognitive and other limitations, while opportunism assumes the potential for, but does not guarantee, self-interested behaviour with guile. This literature similarly examines the institutional arrangements which mitigate these behavioural realities.

A common theme across both literatures is that, unlike in mainstream economic thought, the participants and commodities traded in the real world are not perfect substitutes. Economic and political exchange occurs outside the idealised perfectly competitive marketplace. This thesis has continued in this tradition, treating the identity of the buyer and seller as a fundamental part of economic analysis. The main contributions of this thesis have been to introduce the basic economics of the demand and supply for the identity of the individual, understand the role which identity plays in economic and political exchange, and to understand the nature of the identity institutions which overcome information asymmetry and behavioural uncertainties.
7.2 Contributions

In this thesis I developed a theoretical and practical understanding of how identity can overcome uncertainty and mitigate instances of information asymmetry in economic exchange. This began with a new, economic definition of identity (Chapter 1). This was in large part inspired by a widespread review of the use of identity in a broad range of economic, and related, literatures (Chapter 2). I then developed an identity cost model of exchange, which determined that identity costs are a distinct subset of transactions costs. Incurring identity costs serves to provide a measure of past behaviour, and allows for the ex-ante differentiation of economic actors (Chapter 3). This identity cost model of exchange also demonstrated that the demand for identity—both private and public—is a positive function of the need to recognise, and distinguish between, trading partners. In addition, I discovered the existence of certain hierarchical organisations is in part due to identity cost economising. Identity as information exchange was further characterised using identity hostages. These identity hostages are information assets that serve as commitment devices by contracting parties (Chapter 4). I characterised the use of these identity hostages as placing ‘identity at risk’, which serves a useful economic purpose. The hostage model of identity demonstrated that the private supply of identity information can constrain opportunistic behaviour. Similarly, participation in certain interactions is contingent on the supply of identity.

I next examined the way identity overcomes uncertainty and information asymmetry in the political realm. The development of heritable surnames was examined as a mechanism to overcome uncertainty in intergenerational property ownership. This saw heritable surnames deployed to protect private property in post-1066 England, and hence mitigate the risk of nationalisation (Chapter 5). Here, the private supply of identity was used to overcome the consequences of sovereign risk. This identity institution was subsequently adopted by the state for its own purposes. I then looked at the way that identity institutions have been used for state legibility, and therefore population control. By means of four historic periods, I examined how state actors have used identity technologies to discriminate between heterogeneous members of their population for the purposes of resource extraction and the allocation of public goods (Chapter 6). Here, the state had a demand for identity due to the heterogeneous nature of their citizenry. The state subsequently met their own demand by producing identity technologies to satisfy that demand.

7.2.1 Identity and economic exchange

I now return to the questions I raised at the beginning of the thesis. As I wrote in Chapter 2, the widespread usage of the identity in the economic literature has resulted in considerable ambiguity. This is in part due to its varied usage, and relationship, to the economics of information, the identity economics literature, the economics of discrimination, politics, philosophy and economics, the economics of institutions, as well as the broader social science literatures. Much of this defined identity as a group phenomenon. This saw an association with some group as causing the individual to act in a certain way, or be acted upon in some manner. These actions might be associated with behavioural norms, or the application of sanctions. In contrast, a subset of this literature defined identity as an individual concept, in that it acted as a label which distinguished between economic actors. Crucially, and in contrast to my contributions, much of this literature limited their analysis to just one
characteristics of the individual. To overcome this limitation, I contributed a new, economic definition of identity as a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals.

Following this I can now address the first research question, how can identity be characterised as overcoming uncertainty and mitigating instances of information asymmetry in economic exchange? The key theme underpinning this thesis has been that, due to the heterogeneity of economic and political actors, behavioural outcomes are difficult to predict. This heterogeneity is derived from the private information related to the endowments, tastes and motivations of individuals. In chapters 3 and 4, I examined the way in which identity is, respectively, a means to obtain the private information of economic actors, and a means to restrain opportunistic behaviour in a world of uncertainty. The divining of private information can be characterised as the demand for identity, which is a function of the need to recognise, and distinguish between, trading partners. The restraint of opportunism relates to the value economic actors gain from supplying identity information. By supplying an identity hostage, for instance, traders can receive more favourable terms, or access otherwise inaccessible networks or markets. Participation in many economic transactions is contingent on the supply of identity information.

In Chapter 3, I established that coming to a level of assurance as to the contract relevant characteristics of one’s counterparty, as well as that which is traded, is a prerequisite for all but the most trivial spot market transactions. To reach some required level of assurance requires the exchange of identity information which, for instance, is subsequently used to price a credit transaction. Here, identity exchange serves to provide a measure of past behaviour. This sees, for example, a lender demand identity information relating to a borrower’s willingness and ability to repay a loan. Hence, I will lend you money today, because your ex-ante promises typically align with your ex-post behaviours. This reflects the heterogeneity of buyers and sellers in a market, giving a realistic treatment of most exchange. This is also the same treatment which goods and services are typically given as they are priced in the marketplace based on their vectors of attributes. “Consumers observe those attributes to make subjective perceptions of the value of goods” (Allen, Berg, and Markey-Towler 2019, 62), just like lenders ‘value’ borrowers based on their credit history.

I developed an identity cost model of exchange to characterise this process. Consequently, I contribute identity costs as a distinct subset of transaction costs. The theoretical underpinnings of this model included the transaction cost framework of uncertainty, frequency of exchange, and asset specificity. This model saw buyers take costly action—in doing so incurring identity costs—to understand contract relevant characteristics of a seller. In my model, relevant characteristics were those related to a borrower’s willingness and ability to repay a loan. I determined that incurring identity costs was ‘backwards looking’ as it reveals the past action(s) of an economic actor, and thus reveals private information. According to my model buyers reduce uncertainty by assuming a seller will act in a similar way to which they have acted in the past.

As I developed in Chapter 4, the exchange of identity information does not just provide ‘comfort’ to an exchange partner as they run the risk of suffering from opportunism. Identity exchange can also act as a commitment device which ‘ties ones hands’ (Schelling 1956). That
is, rather than merely advertising the trustworthiness (or not) of an economic actor, exchanging identity information can also act as a motivationally credible commitment device. As I described it, exchange partners post identity hostages which consist of information assets that are exploitable in the event of non-compliance with contractual terms. These exploitable identity assets are valuable to the poster as they have been purchased through past financial and other sacrifice. Here, supplying identity can be valuable as it provides information to counterparties, which might result in beneficial pricing, or access to networks.

The model I developed in Chapter 4 saw individuals place an identity hostage at risk of exploitation in the event of ex-ante divergence from contractual expectations. The theoretical underpinnings of this chapter included that of credible commitments as they have been studied in the new institutional economics, and the game theory, literatures. These are devices which can overcome the uncertainty endemic when operating in a trading environment with heterogeneous economic actors. This model determined that this use of identity information exchange is not only used as part of pricing decisions, but also to grant access to closed networks. The hostage model of identity I developed is ‘forward looking’, in the sense that it provides for motivational constraints on human interaction. Put another way, and as I have described in Chapters 3 and 4, respectively, the exchange of identity in its various technological guises screens potential counterparties to exchange, while it also places constraints on human behaviour and delivers applicable sanctions.

The second research question was how can the use of identity in economic exchange be characterised as transaction cost economising? As I explained in Chapter 3, an identity cost model of exchange determines that buyers of credit contracts demand identity information and hence undertake costly action to understand a borrower’s willingness and ability to repay a loan based on their past actions. These costly actions I deemed to be identity costs, which are a distinct subset of transaction costs. I determined that due to the significant identity costs inherent in credit transactions, certain hierarchical organisations can be attributed to identity cost economising. That is, many credit contracts take place within hierarchical firms—banks—rather than through decentralised market based interactions, due to the existence of identity costs.

7.2.2 Identity and political exchange

The final research question addressed in the thesis was how can identity be characterised as being used by individuals and states to access economic rents and other privileges? Once more, the key theme of this thesis has been the problem of uncertainty in economic and political exchange. This uncertainty is derived from the private information related to heterogeneous individuals’ endowments, tastes and motivations. In Chapter 5, I examined uncertainty related to sovereign risk, and the way that heritable surnames have been used to mitigate the threat of nationalisation. The model I developed in this chapter was one of intergenerational property ownership, with the property rights purchased by political entrepreneurs bolstered using such an identity technology. In this case, buyers of land attempted to constrain the actions of a ruler by taking on new surnames, often locative, or related to the area of the land in question. Here, the private supply of identity was used to overcome sovereign risk. The theoretical underpinnings of this model included the new institutional economics of history, as well as the property rights literature.
This model was examined in the context of post-1066 England, and determined that heritable surnames were adopted by political elites to maintain access to rents and other economic benefits they had ‘purchased’ by supporting William in his conquest. However, they can also be more widely interpreted as an institution which supported and protected private property under the threat of nationalisation. Owners of property lived under the threat of nationalisation as the future actions of the English monarch was veiled in uncertainty. This saw an identity technology—heritable surnames—used to constrain the arbitrary redistribution of land by a ruler. This initially private institution was subsequently adopted by the state for different purposes.

In contrast to Chapter 5, Chapter 6 examined the way identity technologies have been used to exploit the endowments of a heterogeneous population, and simultaneously discriminate in the allocation of public goods. That is, while Chapter 5 examined the way identity can be used to prevent the predations of the state, Chapter 6 looked at the way the state can use identity technologies to prey upon its populace. Similarly, while Chapter 5 showed how an identity technology could reduce uncertainty to the benefit of a wider populace, Chapter 6 showed how identity technologies could reduce uncertainty to the benefit of the state. Developing a modified stationary bandit model of government, I determined that governments have used sauf-conduit, passports, and other administrative means to extract resources from a heterogeneous population. Here, the state has a demand for identity, which is then satisfied by the public supply of identity technologies.

Using this modified stationary bandit model of government, I determined that, as the individuals within a population have varying means by which to satisfy the needs and desires of the stationary bandit, the stationary bandit has an incentive to distinguish between their captives. Similarly, I determined that a stationary bandit can also use identity technologies to increase their extractive capacity by restricting, or encouraging, the movement of certain groups within a population. From this analysis, I determined that the state will use these identity technologies to supply varying amounts of public goods to those population segments. Case studies in Ancient Rome, Mediaeval Europe, Revolutionary France, and Revolutionary China were used to evaluate this model of a stationary bandit with stationary captives.

### 7.2.3 Summary of contributions

The widespread usage of the identity in the economic literature has resulted in significant ambiguity. Much of the reviewed literature saw it as a group concept, with association with a group causing an individual to act in a certain way.

- Inspired by this ambiguity, I contributed a new, economic definition of identity as a vector of characteristics associated with a unique individual that allows other individuals to recognise them, or allow differentiation from other individuals.

The first research question then asked how can identity be characterised as overcoming uncertainty and mitigating instances of information asymmetry in economic exchange?
- To answer this I first developed an identity cost model of exchange using the transaction cost framework of uncertainty, frequency of exchange, and asset specificity (Williamson 1979, 1985). This model saw traders demand identity information and then take costly action—in doing so incurring identity costs—to understand contract relevant characteristics of a seller.

- I then extended Williamson’s (1983, 1984) hostage model to incorporate the identity of trading partners. In this expanded model, exchange partners find it beneficial to supply identity information and then post identity hostages—what I termed ‘identity at risk’—which consist of information assets that are exploitable in the event of non-compliance with contractual terms.

The second research question was how can the use of identity in economic exchange be characterised as transaction cost economising?

- A significant contribution of this thesis has been the introduction of identity costs as a distinct subset of transaction costs. I then determined that due to the significant identity costs inherent in credit transactions, the existence of certain hierarchical organisations—banks—can be attributed to identity cost economising.

The final research question addressed in the thesis was how can identity be characterised as being used by individuals and states to access economic rents and other privileges?

- To answer this I first examined uncertainty related to sovereign risk, and the way that the private supply of identity in the form of heritable surnames have been used to mitigate the threat of nationalisation. The model I developed in this chapter was one of intergenerational property ownership, with the property rights purchased by political entrepreneurs bolstered using such an identity technology.

- Next, I expanded Olson’s stationary bandit model of government (1993, 1995) to show how the state can satisfy its own demand for identity. Here, they use identity technologies to increase their extractive capacity, and discriminatorily supply public goods. I determined that governments have used technologies including sauf-conduit, passports, and other administrative means to do so.

### 7.3 Limitations of the study

This thesis has focused on identity, and the way it might overcome the problems of information asymmetry and uncertainty as it is faced in both economic and political life. In contrast to economic and political models with anonymous partners common in mainstream economics, I have assumed heterogeneity amongst participants. The identity of an individual and the way in which knowledge of that identity promotes human interaction was examined from several related perspectives. The analytical approach I have taken has seen me apply these disparate literatures to a broad range of applications to examine the way in which identity institutions exist for the purposes of overcoming information asymmetry and uncertainty. Using such a broad range of literatures—including that related to asymmetric information, the new institutional economics, property rights literature, theories of government—while combining them into a coherent whole with necessary restraints on word
count has led to some unavoidable limitations. I have addressed these throughout the thesis and repeat some of them here.

My development of an identity cost model of exchange suggested that identity costs constitute a considerable expense in certain industries. My approach to this model was analytical but not empirical. That is, I did not formally quantify those identity costs that are related to the initial identification, and subsequent verification, of sellers of a credit contract. Similarly, when I developed my identity hostage model of exchange, I alluded to, but did not include in my model, the differing expectations of the valuation of an identity hostage. I suggested that this might result in the appropriation of ‘quasi-rent’ from an exchange relationship. Finally, and related to my examinations of identity as it relates to mitigating uncertainty in political exchange, was the unavoidable limitation derived from any choice of historical period. As I suggested in my examination of heritable surnames, post-1066 England was one of many periods in which such a study could have been focussed. This limitation could just as easily be extended to any of the four historical periods studied in my examination of a stationary bandit with a captive population.

What I suggest however, and discuss in the subsequent section, is that these limitations are also an opportunity for further study. This thesis has amalgamated a broad range of literatures in the examination of identity and the way it might overcome information asymmetry and uncertainty in economic and political exchange. This leaves much scope for subsequent study.

7.4 Further study

Further to this thesis, I suggest that the study of identity, information asymmetry and behavioural uncertainty reveal two broad future areas of economic enquiry. The first is empirical, and initially related to the calculation of identity costs across a range of industries. As I have determined, financial institutions like banks exist in part for identity cost economising. The calculation of these costs would be a promising place to start. Furthermore, such institutional arrangements also arise from available technologies and regulatory environments, and innovation in both the former and the latter should be the subject of further scholarship, especially as it relates to an understanding of the implications of such change in the financial industry.73

The second broad area for future enquiry relates to further historical periods which identity, information asymmetry and uncertainty might be examined. I have looked at five historical time periods across this thesis, but as I suggested when examining the role of hereditary surnames, other societies have attempted to use them for the mitigation of uncertainty in political exchange. I have previously mentioned Qin Dynasty China, as well as Renaissance

73 Another empirical question relates to the quantification of the cost of homogenising different forms of money technologies. As I have discussed in Berg (2020), institutional competition in money creation has seen various money technologies exist across a spectrum of transaction cost economising potential. Quantifying the regulatory and technical costs of the act of homogenising—de-identifying—different forms of money might be the subject of fruitful research.
Florence in this context. Applying a similar analytical framework to that deployed in this thesis will likely result in interesting future scholarship. Finally, and in addition to the time periods just mentioned, I have earlier suggested that surnames might also be examined from several different viewpoints. From an institutional perspective, surnames might also be examined as; informal insurance mechanisms; reducing information and search costs; indicators of occupational licensing, and; for the facilitation of taxation and other political exchange.
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