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Abstract 
A named entity refers to anything that has to do with a name. Named entity recognition is a method of identifying and classifying 
people by their names. NER is a key subtask of Information Extraction. In a number of domains of knowledge and science, 
information extraction, question answering, machine translation, automatic document indexing, cross-lingual information retrieval, 
text summarization, and other NER applications can be found and observed. We use the deep learning approach LSTM to build 
Named-Entity Recognition (NER) for Indian Language in this study.  
 
Keywords: NLP, name entity recognition, deep learning, LSTM etc. 
 
Introduction  

Natural Language Processing (NLP) is a computerised method to text analysis that is founded on a set of theories as well as a 
set of technology. We detect and classify proper names in text into specified categories in Named Entity Recognition, a subtask of 
Information Extraction. The following are possible classifications for the named entities: 

 
Fig 1: Name entity classification 

 
Many natural language processing tasks, such as machine translation, more accurate internet search engines, automatic 

document indexing, automatic question-answering information retrieval, and so on, rely on NER. For these purposes, a precise NER 
system is required. 

 
In the previous few decades, significant progress has been achieved in the field of named entity recognition (NER) for text 

documents, with outstanding results. NER is often approached as a two-step process including the identification of relevant words and 
their classification. The first step is to recognise acceptable nouns in the text, and the second is to classify these proper nouns into one 
of several categories, such as person name, organisation name, geographical name, and others. The fundamental issue with NER is 
determining how to tag words and which tags should be allocated to entities like as people, places, and things. When there are 
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ambiguities in a document, we must take them into consideration. Sometimes there are ambiguities in the document, and we must deal 
with them in order to provide the right tag. 

 
Applications of NER  

NER is used in the majority of NLP applications. A handful of its applications are highlighted in the following list. 
 NER is extremely beneficial to search engines. NER aids in the organisation of textual data, and structured data aids in the 

effective indexing and retrieval of texts for search. 
 NER also has applications in machine translation. The majority of the time, entities classified as Named Entities are 

transliterated rather than translated. 
 If the reader could see the listed entities before reading an article, they would be able to obtain a good notion of what the piece 

is about.  
 Automatic book indexing: Named Entities make up the majority of the words indexed in a book's back index. 
 Used in the biomedical field to identify proteins, medications, and disorders, among other things. NE Because it gives structure 

to raw data, tagger is frequently a sub-task in most information extraction processes. 
 

LSTM (Long Short Term Memory) based Name Entity Recognition  
Long short-term memory (LSTM) is a deep learning architecture that uses an artificial recurrent neural network (RNN). Sepp 

Hochreiter and Jurgen Schmidthuber proposed it in 1997. LSTM has feedback connections, unlike traditional feed-forward neural 
networks. It can handle not only single data points (like photos), but also complete data streams (such as speech or video). 

 
LSTM can be used for tasks like un-segmented, linked handwriting recognition or speech recognition, for example. 
 
A cell, an input gate, an output gate, and a forget gate make up a standard LSTM unit. Three gates control the flow of 

information into and out of the cell, and the cell remembers values across arbitrary time intervals. The LSTM algorithm is well-suited 
to categorise, analyse, and predict time series of uncertain duration. 
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Bidirectional-LSTM 

Bidirectional-LSTM It is advantageous to have access to both the past (left) and future (right) for many sequence labelling 
jobs. To collect past and future information, the essential idea is to show each sequence forwards and backwards to two independent 
concealed states. We found the optimal model by setting the number of LSTM units to 100 and the dropout and recurring dropout 
rates to 0.5. 

 
 

Proposed Work  
Building and training a bidirectional LSTM neural network model to recognise named items in text data using the Keras API 

and TensorFlow as the backend. People, places, and organisations can all be identified using named entity recognition models. Named 
entity recognition is a valuable pre-processing step for many downstream natural language processing applications such as machine 
translation, question answering, and text summarization, as well as a standalone tool for information extraction. 
 
Implementation Steps 
Import Modules 
Load and explore the NER Dataset 
Retrieve Sentences and Corresponding Tags 
Define Mappings between Sentences and Tags 
Padding Input Sentences and Creating Train/Test Splits 
Build and Compile a Bidirectional LSTM Model 
Train the Model 
Evaluate Named Entity Recognition Model 
 
Result and Discussion  
1. First import all the modules  
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2. Load Dataset 

 
3. Find Sentences and corresponding tags  
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4. Perform mapping between tags and sentences  
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5. Implement LSTM model 

 
6. NER prediction on the basis of loss and accuracy 
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Conclusion and future work  

The technology of named entity recognition (NER) is frequently used for extracting meaningful information from 
unstructured natural language document sets. NER is one of the most important phases in Natural Language Processing (NLP) for text 
analysis, and it's utilised in both online and standalone applications. 

 
Deep learning can yield good outcomes, according to the results of the experiment. In the English language, the best model 

for named-entity recognition is the LSTM. 
 
We plan to test our technique on a variety of languages in the future. To develop a hybrid algorithm, mix this method with 

other neural networks.  
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